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1. Introduction

The task of physics is to describe the phenomena of nature, and particle physics does so at
the most elementary level. Currently, the most successful theory for this is the Standard
Model (SM) of particle physics [1]. This theory has been confirmed and probed many times
in recent years. Despite the success, there are discoveries that cannot be explained by the
SM, like the observed matter-antimatter asymmetry [2], neutrino oscillations [3], or the
nature of dark matter [4]. Collider experiments test the predictions and limits of the SM
and search for new physics beyond the SM.

The Belle II experiment at the electron-positron collider SuperKEKB in Tsukuba, Japan,
mainly operates at the Υ(4S) resonance, a bound state of b b quarks. The Υ(4S) resonance
decays into pairs of B-mesons, which decay very rapidly in a large number of possible decay
channels until finally, stable enough particles can reach the detector. By precisely measuring
B-mesons and their respective decays, the Belle II experiment focuses on searches for dark
matter, flavour physics, and CP-violation [5]. Precision measurements of rare B-meson
decays including neutrinos are challenging, as the neutrinos are invisible for the detectors
and thus information is missing. However, information on the tag-side B-meson of the
Υ(4S) → BB event enables one to constrain signal-side B-meson decays of interest. This
requires the correct reconstruction of the tag-side B-meson out of the finals state particles
(FSPs).

Due to the large number of possible decay channels of B-mesons, there is a huge combinatorial
space for the reconstruction, making an analytical solution infeasible. For this reason,
machine learning algorithms are used. The current reconstruction algorithm used by Belle II
is the Full Event Interpretation (FEI) [6], which uses multivariate methods in the form
of Boosted Decision Trees. Although it has been successfully used in Belle II analyses [7–9],
the FEI has several design constraints that limits its performance. First, it requires explicitly
stated decay channels, limiting the branching fraction coverage [10]. Second, the stage-wise
approach requires domain driven optimization in every step of the tree reconstruction,
which is prone to error accumulation unlike any end-to-end solution.

In the previous work by I. Tsakidis [11], a novel neural network approach was proposed
to reconstruct particle decays. The fundamental principle of this method is a compact
representation of particle decays, enabling direct applications of deep learning to the problem
using Graph Neural Networks. This method was tested on simple, idealized simulations of
particle decays and a small subset of ground-truth Belle II simulations, not dealing with
the reconstructed particle information.
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1. Introduction

This thesis expands on the previous work and explores if this representation can be applied
to Belle II reconstructed particles, dealing with the experimental realities and large amounts
of possible decay channels. In Chapter 2 the fundamental theory, as well as the experimental
setup and the currently used FEI reconstruction algorithm are explained. Chapter 3 focuses
on machine learning and tools used for this thesis. Chapter 4 describes the representation
of the decay tree, followed by the neural network approach, network architecture, and the
metrics to compare the existing FEI with this new approach. In Chapter 5, first studies
on extending the number of different decay topologies with this method are performed on
toy data. Based on these results, in Chapter 6 an approach to extend the representation
to reconstructed Belle II simulated data is formulated and validated on specific sets of
B-decays in Chapter 7. Finally, in Chapter 8 a first training on hadronic B0-decays is
performed and subsequently evaluated and compared to the FEI as a proof-of-concept.
Chapter 9 concludes the results and gives an outlook for further studies needed to use this
representation to develop a new Deep Learning Algorithm.
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2. Belle II Experiment

This chapter gives a short introduction to the foundation of this work. Section 2.1 describes
the Standard Model and motivation for Section 2.2, where B factories and the need for event
reconstruction is outlined. In Section 2.3, the SuperKEKB collider and Belle II Detector are
explained. Section 2.4 introduces the simulated samples for Belle II, used for the current
reconstruction algorithm explained in Section 2.5.

2.1. Standard Model

The standard model of particle physics (SM) is currently the most successful theory to
describe the physics of matter at the elementary level. Foundation of the SM are symmetry
assumptions, since physics is supposed to be omnipresent independent of time. This results
in conservation laws and interactions between the elementary particles. The following
section is based on [1].

Elementary particles that make up matter are fermions. They are spin-12 particles that are
further divided into six flavours of quarks and six flavours of leptons, which can be grouped
into three generations, as seen in Figure 2.1.

The three fundamental forces of the SM are the weak, electromagnetic, and strong interaction,
with their respective gauge bosons as force carriers. The strong interaction is described
by quantum chromodynamics. The force carries are colour-charged gluons. Quarks also
have a colour-charge. The strong interaction is subject to confinement which results in
only colour-neutral particles being stable. It is energetically more favourable for colour-
charged particles to create further particles, for example to form B-mesons out of a bound
b b-quarkonium pair. Electromagnetically charged particles interact through photons via
the electromagnetic force. The weak interaction has the W and Z bosons as force carrier
particles. It couples with the different quark flavours and enables a transition between the
flavours of the particles, which is described as Flavour Physics. The transition probability
is given by the Cabibbo-Kobayashi-Maskawa(CKM) matrix [13, 14]. The mass of the
particles arises from the interaction with the scalar Higgs field. This was the last step in the
development of the SM, fulfilling the symmetry requirements and making the SM coherent.
The resulting Higgs boson was measured in 2012 [15].

The SM has been confirmed in collider experiments and is consistent with almost all
experimental data. Nevertheless, there are also phenomena that cannot be described by
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2. Belle II Experiment

Figure 2.1.: Diagram of the SM, taken from [12]. The elementary particles are divided in
elementary particles of matter, called fermions, and the force carriers, called
bosons. For fermions, both quarks (purple) and leptons (green) are divided by
their generations. The bosons are also divided in gauge bosons and the scalar
Higgs boson. The mass (limits), charge and spin are noted for each particle
according to [13].

the SM. The SM only includes three fundamental forces but does not explain gravity, the
fourth fundamental force. Other observations that the SM does not describe are neutrino
oscillations [3, 16], the observable CP-violation in the universe, and dark matter [4]. This
shows that the current understanding is incomplete and that there is physics beyond the
standard model which needs to be explored to broaden the current understanding of physics.

2.2. B Factories

B-factories operate an electron-positron collider at the Υ(4S)-resonance, a bound b b-
quarkonium state. With an energy of 10.579GeV, this state decays with a branching
fraction of over 96% into B-B-meson pairs. As there is only an energy difference of 20MeV
between the mass of the Υ(4S) and the two B-mesons are left, no other particles are
produced. Regarding the center-of-mass of the Υ(4S)-resonance, the B-B-meson pairs are
produced nearly at rest. Asymmetric beam-energies improve the resolution of the decay
lengths, by Lorentz boosting the B-mesons to travel trackable distances before decaying.
Together with the advantage of an electron-positron collider of avoiding pile-up, this results
in a clean environment for precision measurements of the B-meson.

One of the original motivations for B factories was observing CP-violation predicted by
the CKM matrix [17] in the B-meson system. The two B-Factory experiments Belle [18]
and BaBar [19] measured the CP-violating phase ϕ1 successfully in 2008, achieving a Nobel
prize in physics for Kobayashi and Maskawa.
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2.2. B Factories

As previously mentioned, there are observations that are not explainable by the SM. To
further probe the theoretical predictions of the SM for the rare decays with more precise
measurements, and continue the achievements of the Belle experiment [20], the Belle II
experiment was founded in 2008 and the collider was upgraded. With an even higher
targeted luminosity 40 times higher than its predecessor, the Belle II experiment enables
measurements of new physics, e.g. axion-like particles in dark matter or find divergences
such as lepton flavor violation [5, 21].

B-tagging

Figure 2.2 shows an example for an initial collision of the electron e− and the positron e+.

generic 
decay

tag 
side

+

+

0

-

0

+

-

-

+ - Initial
collision

B mesons
(root)

intermediate
decay particles

stable  
particles

rare  
decay

signal  
side

Figure 2.2.: Electron(e−)-positron(e+) collision resulting in a Υ(4S)-event that decays into
two B-mesons. They are separated into the signal-(right) and tag-side(left)
B-decay. The decay chains including the intermediate particles are shown until
the stable particles are reached.

Measurements of rare signal decays that include invisible particles like neutrinos, e.g.
B− → K−νν in Figure 2.2 (right), are a challenging task as they leave no direct signature
in the detector. Information of the full B decays is therefore missing. To constrain the
information of the signal-side, the other B-meson, tag-side in Figure 2.2 (left), of the
produced pair can be used [17]. The signal and tag-side B-meson can be combined to the
full Υ(4S) event to maximize the information of the event and improve physics analyses.
This is also called recoil B-meson reconstruction ( [17] Chapter 7.4).

This is a challenging task, as B-mesons decay rapidly in large amounts of possible decay
channels. Only stable enough particles, like for example e−, µ−, K+, π+, and γ , can be
measured in the detector. These particles are referred to as final state particles (FSPs).
There are three different approaches to B-tagging:

Inclusive reconstruction All particles that are left in the event are combined to reconstruct
the B-meson, without consideration of any decay channels.

Exclusive reconstruction The goal is to explicitly reconstruct the B-meson, which is limited
by the reconstruction efficiency of the stable particles. As there is a large number of
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2. Belle II Experiment

possible decay channels, the high multiplicity in the event decay makes it impossible
to try out every combination of stable particles [6]. An analytical solution to event
reconstruction is therefore intractable. Instead, machine learning algorithms are
employed [6].

2.3. SuperKEKB and Belle II Detector
SuperKEKB is an electron-positron collider in Tsukuba, Japan, and is an upgrade of the
previous collider to target a higher luminosity. It is operated at the Υ(4S)-resonance with
an asymmetric beam energy of 7GeV and 4GeV. This is achieved by two storage rings, the
low-energy ring (LER) for the positrons at 4GeV and the high-energy ring (HER) for the
electrons at 7GeV. A linear collider (linac) with a damping ring for positrons accelerates
the respective particle bunches to be stored in these rings. The Belle II experiment is at
the collision point. To detect as many decay products as possible, the detector is built with
different detection approaches for the respective regions of the detector to optimize the
coverage and detection rate. A schematic view of the detector is shown in Figure 2.3 and
the sub-detectors are described based on [22]:

Vertex Detectors (VXD) The innermost detector is used for precise decay vertex recon-
structing. As the beam pipe radius is only 10mm, there is a need in the inner region
for a large number of detection channels, to satisfy the high hit rates. This is achieved
by the pixel detector (PXD). The outer region of the VXD uses a four-layer silicon
strip detector (SVD).

Central Drift Chamber (CDC) The main track reconstruction detector of the BelleII
experiment is composed of Helium-Methane gas filled wire chambers that enable fast
tracking of the trails of gaseous ionization. Together with the VXD, the CDC is used
to reconstruct the tracks of charged particles. Furthermore, it is used for particle
identification (low energy particles that can not reach the next detector part) and as
a trigger system.

Particle Identification (PID) To identify particles, the Time-of-Propagation counter (top)
is used in the barrel region and the Aerogel Ring-Imaging Cherenkov Counter (ARICH)
in the end-cap regions. The time and pattern information of the Cherenkov effects
are used to discriminate between the different particles.

Electromagnetic Calorimeter (ECL) Scintillation crystals are used to measure the energy
of photons and neutral particles, as well as identify electrons. The ECL together with
the KLM sub-detector is also used to identify K0

L mesons.

Magnet A 1.5T superconducting magnet is used to induce a magnetic field, enabling
tracking measurements of the resulting curved trajectories.

K0
L and muon detector (KLM) This detector part is outside the solenoid magnet and

consists of alternating detector and iron plates. Charged particles are detected by
resistive plate chambers (RPC) in the out barrel region and scintillator strips for the
inner barrel and end-caps.

The collected detector information is used to reconstruct the FSPs. Due to the resolution
of the detector, the kinematic features as momentum and energy are smeared. Furthermore,
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2.4. Belle II Simulation and Software Framework

Figure 2.3.: Schematic overview of the Belle II detector at the collision point of the electron-
positron collider, including the sub-detectors. Taken from [23]

particles can escape the detector either because they are not able to be detected or are
outside of the detector acceptance. Besides detector efficiency and acceptance, there are
other effects that also have to be taken into account when reconstructing the event:

Beam-induced background The drawback to the vertex reconstruction close to the interac-
tion point (10 mm) and the higher luminosity of the Belle II experiment is that more
beam-related background occurs. These particles are not part of the original e−-e+

collision, instead they occur if other interactions are there at the beam. Examples for
this are the synchrotron radiation occurring from the HER upstream and backscat-
tering from HER downstream, bremsstrahlung and Coulomb scattering that change
the beam momenta, resulting in potential shower particles or Touschek scattering as
intra-bunch scattering from the LER or electron-positron pair conversion of photons.
The full list of different beam-induced background effects is defined in [22].

Secondary particles Primary particles of the event generation are used as input for the
detector simulation. Interactions with the detector can result in additional particles,
for example photons in the TOP detector or in-flight decays of a K0

S.

This is more challenging for the reconstruction as these background particles have to
be taken into account. Additionally, not every electron-positron collision results in an
Υ(4S)-event. The highest cross section for non-Υ(4S) events is for e−e+ → e−e+-events
and quark-antiquark states [21]. This is an additional background that needs to be further
suppressed when evaluating analyses on experimental data [24].

2.4. Belle II Simulation and Software Framework

Particle collisions do not occur deterministically. The Standard Model predictions can only
be made about the statistical distributions of the various processes. Additionally, due to the
systematic uncertainties of the detectors, not every particle can be detected correctly. For
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2. Belle II Experiment

these reasons, analyses are often developed on simulated data. Here, the analyst can take
advantage of the true information and optimize the process and prevent biased analyses.

High energy physics (HEP) uses Monte-Carlo (MC) methods to simulate particle collisions.
For Belle II, the e−e+ → Υ(4S) → BB events are simulated by event generators, for
example by EventGEN [25] and PYTHIA8.2 [26]. Event generation includes the physical
decay process up to the stable FSPs.

These generated events contain the primary particles, FSPs, and are used as input for
the detector simulation. The detector simulation is performed by Geant4. The mentioned
background effects in Section 2.3 are included in this step of the simulation. There is limited
precision for these detector simulations regarding the exact hardware compositions and the
multitude of physical processes that occur To improve these simulations, the mentioned
effects in Section 2.3 are actively measured and updated in the simulations [27].

The Belle II Analysis Software Framework II (basf2) [28] is used to generate the simulation
samples and is the software framework used for analyses.

2.5. Full Event Interpretation

The Full Event Interpretation (FEI) algorithm [6,10] is the currently used event recon-
struction algorithm for Belle II. The FEI is an exclusive reconstruction algorithm and can
be further separated into hadronic and semileptonic reconstruction. Exclusive refers to
explicitly reconstructing the B meson including intermediate particles. For the semileptonic
reconstruction, B mesons are reconstructed for decays including a lepton and neutrino. Part
of the information is missing as the neutrino is undetectable. For hadronic B-decays, in
principle every FSP can be measured, and the full information can be used to constrain the
decay. Hadronic tagging is limited by the low branching fraction of O(10−3) for a typical B
decay and large combinatorics due to higher numbers of FSPs compared to semileptonic
decays, which complicates the reconstruction. It depends on the analysis whether one wants
to trade more information for significantly lower efficiency.

The B-meson reconstruction utilizes a hierarchical approach, displayed in Figure 2.4. In a
six-stage approach, the intermediate particles are reconstructed step-by-step:

Stage 0 The final state particle candidates e−, µ−, K, π , (p, K0
L) and γ are reconstructed

from the collected detector information of the tracks, displaced vertices and neutral
cluster entries in section 2.3.

Stage 1 J/ψ, (Λ) and π0 candidates are reconstructed out of the FSPs of stage 0.

Stage 2 K0
S (and Σ+) candidates are reconstructed including the previous stages.

Stage 3 D (and Λ+
c ) candidates are reconstructed

Stage 4 D∗ candidates are reconstructed

Stage 5 B candidates are reconstructed

The FEI consists of a multivariate classification in the form of Boosted Decision Trees for
each stage. The decay channels for Λ and Σ baryons, as well as the inclusion of p as FSPs
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2.5. Full Event Interpretation

Figure 2.4.: Diagram of the six-stage approach of the FEI, taken from [6]. Starting with
the detector information, for each stage the particle candidates are combined
until the final stage reconstructs B-mesons candidates.

were added in later developments of the FEI. For the comparative dataset in this work, the
FEI is trained without the baryons and without including K0

L due to the low efficiency.

Approximately 100 decay channels are explicitly stated, resulting in O(10 000 ) distinct
decay chains. Although this is a large number of possible decays, the total branching fraction
is restricted to around 15% [29]. Including detector uncertainties leading to imperfect
particle reconstruction and even missing particles, the reconstruction efficiency of correctly
reconstructed B decays is only 0.46% for hadronic B0 and 2.04% for semileptonic B0 [6]
decays.

The FEI gives a list of possible B-meson candidates that the user can choose from. They
are differentiated by the signal probability value that is assigned to each B candidate by
the stage 5 classifier. This signal probability can also be used as a discriminator to gain a
purer sample, but loses efficiency in the process. There are two different methods to train
the FEI:

Generic FEI The FEI is trained on generic Υ(4S) → BB MC events without regarding a
specific signal side. Therefore this FEI can be applied to all signal-side analyses.

Specific FEI The tag-side of a specific signal side is used to train the FEI. This is ad-
vantageous to the generic FEI, as the training is performed on signal-constrained
background. Therefore it can improve the purity of the signal.
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3. Machine Learning

Machine learning is used in a variety of HEP analyses [30,31] and plays a prominent role
in the search for new physics by analyzing large amounts of data generated by accelerator
experiments. Often, signal and background events have similar kinematic properties, which
makes it difficult to distinguish them. Instead of applying individual cuts on single analysis
variables, like traditional cut based analyses do, machine learning enables one to recognize
structures and patterns in the data by learning from examples.

Deep learning is inspired by the way that neurons process information in the human
brain. Similarly, information gets combined and processed by the neurons of an artificial
Neural Network to recognize patterns. Section 3.1 describes the basic building blocks of
Neural Networks and the training process. Due to the increasing computational power for
Graphic Processor Units (GPU), it is possible to train more complex models with end-to-end
trainable approaches, which enables representation learning [32]. Section 3.2 focuses on
tools used for deep learning approaches. Graph Neural Networks in particular are becoming
more and more interesting, as they are suitable for evaluating non-Euclidean data structures
relevant in particle reconstruction [33]. Section 3.3 gives insight to Graph Neural Networks.

3.1. Neural Networks

Artificial neurons are the building blocks of Neural Networks (NNs) and are based on
Rosenblatt Perceptron [34], which is shown in Figure 3.1. The n inputs transmit the
information to the neuron. The perceptron processes the information by multiplying each of
the inputs xi with weights wij , that determine the contribution of the respective input. To
transmit the information to the next neuron, an activation function f(x) is used to activate
the neuron. They are non-linear functions, the simplest example for this is a step-function
that can be used to set the neuron output either "ON" or "OFF". This activation value
can be further shifted by a bias b, to activate dependent on the summed value, resulting in
the neuron output:

xj = f

(
n∑
i

xiwij + bj

)
. (3.1)

These artificial neurons are the basic elements of the layers for a Multilayer Perceptron
(MLP). An MLP is a basic neural network and consists of the input layer, hidden layers, and
an output layer as shown in Figure 3.2. The input layer does not perform any calculations,
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+

inputs

weights

transfer
function

bias

activation
function

output

Figure 3.1.: Structure of an artificial neuron, the perceptron. Information is processed by
multiplying the input values xi with the weights wi, and adding the bias b.
Transformation with the activation function results in the output value of the
neuron.

but defines the information used for the network, e.g. the experimental data, that the
network is learning from. The successive layers feed the information into the next one
in the forward direction, therefore these networks are often called feed-forward networks.
The hidden and output layers are computational layers. For a fully-connected MLP, each
neuron output is connected to all successive neurons in the next layer. The final layer of the
network, the output layer, classifies the sample according to the user specified classes N .
This last layer is a linear layer, where usually a softmax is applied to interpret the output
as a probability:

ŷn =
ex

l
j∑N

i ex
l
i

. (3.2)

Supervised learning takes advantage of samples that are already classified correctly, thus
called labeled samples. Propagating one sample through the network, the output of this
sample ŷ can be compared with the true label, called target, y. The weights wij , as well
as the biases b, are learnable parameters a of the model, that determine the output of the
network. The learnable parameters are adjusted by backpropagation [35] in the training
steps. A loss function L is used to quantify the prediction quality. In this work, the cross
entropy loss is used:

L(y, ŷ) = − 1

N

N∑
n=1

(yn log ŷn + (1− yn) log(1− ŷn)) . (3.3)

If the model predictions are correct, then the loss function value is zero. The aim for the
training is, that the loss function converges to zero, so minimizing the loss function. This is
achieved by calculating the gradient descent with respect to the learnable parameters for
the loss function value ∇L(ŷ, y). This is done recursively for each layer, starting with the
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3.1. Neural Networks

last layer l, to speed up the computation time. For each of the learnable parameters the
respective gradient is weighted with the learning rate η and then subtracted:

ak+1
i = aki − η

∂L

∂aki
. (3.4)

The learning rate is defined between zero and one and determines the increment for the loss
function minimization per iteration k. This forward and backward calculation is repeated
for several iterations, called epochs until the lost function is below a certain value. The
learning rate, as well as the number of hidden layers and nodes, are hyperparameters that
have to be tuned by the user. They are not determined by the training process and require
further optimization. If the learning rate is small, the training process needs a large number
of epochs to converge, as the training is processing in small steps. Choosing a learning rate
that is too high can yield to the network not converging, as too large values can make it
impossible to reach a minimum. To improve this, the adam optimizer [36] can be used when
calculating the updating step as an extension to gradient descent. Here the learning rate is
adjusted according to the momentum as defined in [36] enabling better minimization.

input layer hidden
layers output layer

Figure 3.2.: Structure of a Multilayer Perceptron as a basic building block of Neural Net-
works. It consists of several nodes per layer. The input layer feeds the
information to the hidden layers, that process the information and forwards
it to the next layer. The output layer is the last layer that produces the final
output values, in this case for multiclassification.

As most data includes some noise, these update steps are not calculated on every single
available sample but bundled into batches. This averages the gradient over the batch but
also results in the need to increase the learning rate to adapt for this. To further speed up
the training, batch normalization can be used [37].

Often in HEP, there is a difference in class frequencies for the labeled samples. This issue
is referred to as imbalanced classes and can result in the model only learning to predict
frequent classes. To counteract this, the classes can be weighted according to their frequency
when calculating the loss, so that minority classes contribute higher to the loss function.
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This can be achieved either by calculating the class weights on the training sample or by
using the dynamically scaled focal loss [38] based on cross entropy loss.

3.2. Deep Learning

The higher computing capacities enabled even larger and more complex models. This
enables the model to extract more information from the training samples and to learn
representations of the data [32]. Deeper models consist of various MLPs with large feed-
forward layer widths. To enable trainings for these deeper structures and large amounts of
learnable parameters, the following effects have to be considered.

Overtraining

It can happen that the model is not learning a generalized, deeper representation of the
training samples but instead only memorizing it. This is called overtraining.

To prevent the model from overtraining, the model performance is also evaluated on a
validation dataset, that is statistically independent of the training dataset. This validation
set is not used for the backpropagation but to monitor the overtraining, showing the ability
of the model to generalize the data. If the performance on the training and validation
dataset is diverging, the training is stopped, as this indicates that the model is starting to
memorize the training dataset. This is referred to as early-stopping, as the training finished
earlier than the stated number of epochs to prevent overtraining.

Another technique to prevent overtraining is to regularize the training by dropout [39].
Especially for fully-connected layers, to prevent the model from learning co-dependencies of
the nodes, for each iteration in the training, there is a probability p that a node is "dropped
out". The resulting model in the training step is with fewer nodes and edges as shown in
Figure 3.3. Dropping a percentage of the model nodes forces the network to learn deeper
representations and more robust patterns.

Figure 3.3.: Neural Network without dropout on the right and the reduced network after
dropout on the left, showing the nodes that are dropped with dotted lines.
Taken from [40].
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3.3. Graph Neural Networks

Vanishing Gradients

Another problem when training deeper models is vanishing gradients. A saturating activation
function compresses the node output in a compact range but is therefore only sensitive for
changes around the mid-point. If the value of the saturating activation function differs too
much from the mid-point, the derivatives [41] are small, thus the node is saturated. For the
first layers of the model, calculating the gradient descendants by chain rule and multiplying
these small derivatives can result in gradients close to zero. This results in the learnable
parameters of these layers not being updated and remaining nearly untouched over several
epochs. To prevent this from happening, different methods are used.

Therefore, different activation functions, based on rectified linear units (ReLUs) [42] are
used, as the derivation is not saturated. Even further improvements can be achieved by
using an exponential linear unit (ELU) activation function [43].

R(z) =

{
z, z > 0

α(ez − 1), z ≤ 0
(3.5)

As it can achieve negative values the mean evens for zero, this speeds up the training
process. This also improves the training as more stable and robust. Despite the more
complex calculation, using the ELU activation function achieves faster convergence in fewer
epochs [43].

Furthermore, initializing the weights correctly also reduces the risk of the learnable param-
eters not being adjusted due to saturated nodes [41]. Skip connections, that "skip" the
gradient calculation for one layer, also prevent vanishing or exploding gradients [44]. By
skipping layers, there is an alternate path for the gradient calculations for the earlier layers.
The skip connections in this work are achieved by concatenating the features of the earlier
layer with the later layers [45]. They enable the reusability of features and stabilize the
convergence of the training. Based on these tools, the network structure used in this work
is defined in section 4.2.

3.3. Graph Neural Networks

Deep learning enables to extract complex information and hidden structures out of data
samples but is limited to Euclidean or grid-like data. Countless data, as clusters in social
networks, molecules in biology, language, or particle decays are represented by graphs, that
represent objects (the nodes) and the relations between these objects (edges). This is why
Graph Neural Networks (GNNs) focus on directly applying these graph data structures
to machine learning methods such as representation learning, taking into account both
node and edge information [46]. The most successful GNN architecture for representation
learning is transformer networks in language processing [47]. This is the baseline GNN that
is used later in this work in Section 7.3 to compare the network of this thesis in Section 4.2
with a benchmark network.

Successful applications in particle physics for jet reconstruction [33,48] imply the ability of
GNNs to learn the kinematics of particles. Neural relation of inference [49] further shows
the ability to learn and predict the interaction dynamic between particles. Nevertheless,
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3. Machine Learning

current work in these fields focuses on either classifying the nodes or the complete graph
and not the labels of the edges and the actual graph structure. Chapter 4 therefore outlines
the problem for particle decay reconstruction and introduces an approach to represent the
actual graph structure to predict the relations, as well as the GNN model architecture used
in this thesis.
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4. Graph-based Full Event Interpretation

To learn the structure of the decay tree, a suitable representation of the structure is needed.
A reconstruction algorithm has to deal with scenarios where the full decay tree is a-priori
unknown and only information about stable, detected particles is available. The challenge
is to predict the tree structure using only these available particles. Further challenges
include the different multiplicities in event decays, and hence handling a variable number of
particles. This results in an explosion of possible combinations for the detected particles
and therefore needs an empirical approach to solve this challenge, as an analytical approach
is intractable.

The currently used reconstruction algorithm, FEI (Section 2.5) is restricted by its branch-
ing fraction coverage. The FEI reconstructs B-mesons by explicitly stating the distinct
decay processes, leading to over O(10 000 ) reconstruction decay chains. This restricts the
branching fraction coverage to approximately 15%. Furthermore, the reconstruction uses
six distinct stages to reconstruct the B-meson step by step, starting with the final state
particles and combining them to intermediate particles until potentially B-meson candidates
are proposed. This hierarchical structure requires domain driven optimization in every step
of the tree reconstruction. This is prone to error accumulation, as the later stages rely
heavily on the performance of the previous ones.

To improve the B-meson reconstruction, an end-to-end trainable network, that can exploit
the full branching fraction coverage, is proposed. Having an end-to-end trainable network
offers better and easier optimization than the setup of the current reconstruction algorithm
FEI. The goal of this thesis is to study and evaluate a novel graph neural network based
approach for event reconstruction in a realistic experimental environment. The final
objective is to compare the reconstruction of this approach with the currently used FEI
algorithm. This thesis continues the previous work by I. Tsaklidis [11].

The approach to this problem of specifying the decay structure by the varying number of
available particles is described in Section 4.1. This structural representation defines the
training target of the graph neural network in this method. Section 4.2 outlines the network
architecture and functionality to predict the decay tree structure. Finally, the metrics
to evaluate the novel neural network approach to event reconstruction are explained and
compared with the existing reconstruction algorithm FEI in Section 4.3.
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4. Graph-based Full Event Interpretation

no loops

root

directed
tree acyclic

Figure 4.1.: An example graph including the requirements (in green) to correctly represent
the structure of a particle decay according to physical laws.

4.1. Decay Tree Structure Representation

The graFEI (graph-based Full Event Interpretation) approach was proposed and eval-
uated in [11]. The idea that a particle decay tree is naturally represented as a graph is
the fundamental principle of the graFEI method. A graph is defined by objects (nodes
[v1, v2, ...vn] ∈ V) and the connections between them (edges [e1,2, e2,3, ...ei,j ] ∈ E). The
structure of the graph is defined by the adjacency matrix A of dimension n× n, where n is
the number of nodes. Each entry for the adjacency matrix Aij is equal to one if there is a
connection between two nodes of eij = (vi, vj), otherwise, it is zero. A set of features of
the nodes and edges can form the respective feature matrix, that fully defines the graph
together with the adjacency matrix. Nodes represent the particles in a decay process, and
the edges correspond to the hierarchical decay relations. In the case of the decay tree
the simplest set of node features can be the four momentum pi = (Ei, px,i, py,i, pz,i) of the
respective particle vi. In this work edge features are not considered, as they do not apply
in this case.

Further requirements about the graph can be made when describing particle decays. Heavy
particles produced in the collisions decay into lighter child particles. This means that the
decay (tree) is directed from the heavy root particle (rooted). From a physical point of
view, two nodes can only be connected by one edge and there can be no loops in the decay
tree (acyclic). An example graph that meets these requirements is shown in Figure 4.1.

The experimental reality is that only a part of the tree can be identified, as heavy particles
produced in the collision decay before reaching the detector. This results in decay chains
where the B particles that were initially produced decay into daughter particles, like D∗

or D, that can further decay into granddaughter particles like K0
S and so on. Only e−,

µ−, K+, π+, p, and γ particles are stable enough to reach the detector and be measured
(Section 2.3). These measured particles are referred to as final state particles (FSPs). As a
consequence, the complete set of nodes is unknown and the adjacency matrix is incomplete.
In the case of event reconstruction, a different, equivalent representation is needed to define
the decay tree structure. This solution takes advantage of the graph requirements stated
above to create such a representation that corresponds to the problem. The adjacency
matrix is encoded in the lowest common ancestor (LCA) matrix. The LCA matrix includes
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4.1. Decay Tree Structure Representation

all the information of the adjacency matrix and can therefore be used to determine the tree
structure [50].

An example of an adjacency matrix encoded in the LCA matrix is shown in Figure 4.2 for
the decay B+ → D0(→ K+π−π0(→ γγ))π+, with the B+-meson as the root of this decay
tree. The size of the LCA matrix L is defined by the number of terminal nodes, which in
this case are the FSPs nfsp × nfsp. The entries in the LCA matrix Lij are defined by the
lowest common ancestor the two nodes vfsp,i and vfsp,j share. In the example of Figure 4.2,
the two photons γ have the common ancestors π0, D0 and B+ in ascending order to the
root node, with π0 being the lowest. The LCA matrix encodes the tree structure in a
condensed matrix, satisfying the experimental requirement of only having the final state
particles available.
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Figure 4.2.: Encoding of the decay tree as the Lowest Common Ancestor (LCA) Matrix for
an example decay B+ → D0(→ K+π−π0(→ γγ))π+. The upper figure shows
the decay tree from the root node B+ to the final state particles. The adjacency
matrix is shown on the bottom left and the Lowest Common Ancestor matrix
on the bottom right. The colors refer to the particles, with red corresponding
to the FSPs, yellow and blue the intermediate particles and violet the root
particle. For the adjacency matrix, they note the particle type on the rows; for
the LCA matrix they correspond to the particle over which the two FSPs are
connected first.
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4. Graph-based Full Event Interpretation

The LCA matrix needs an appropriate representation for machine learning. Predicting each
intermediate particle individually, by assigning each intermediate particle a distinct class,
would lead to a high necessary number of classifications. This is due to the high number of
different particles including excited states in the B-decays of the Υ(4S) events (D∗, D, Ds,
D∗

s , J/ψ, ... ). Both [11] and the studies in this thesis show that the predictive capacity
of the network decreases with a high number (> 10) of distinct classes. For this reason, a
simplified representation is used to further classify the intermediate particles. In this work,
I used two different methods to assign classes to the LCA matrix.
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Figure 4.3.: Example on how to build the LCAS matrix (left) with the 5 respective stages
and the LCAG matrix (right) using the generational view. Two different decays
a) B+ → D0(→ K+π−π0(→ γγ))π+ and b) B0 → D+

s (→ K+π−π+)π0(→ γγ)
with the same FSPs are shown to compare these representation methods.

LCAG (generational view)
The method used in [11] is the lowest common ancestor generation (LCAG) represen-
tation. Each intermediate ancestor particle is defined by its generation in the decay
tree, meaning that with an entry of one the two row and column particles share a
mother, and with an entry of two they share a grandmother. For the example decay,
the LCAG encoding is shown in Figure 4.3 (right) for two different decays resulting
in the same FSPs.

LCAS (stage view)
In a new approach, which is introduced in this work, particles are directly assigned to
classes. This is motivated by the reconstruction stages of the FEI (Section 2.5) and
the physics of the decay. Intermediate particles of the higher stages can only decay
into lower stages or the FSPs. By assigning classes equivalent to the reconstruction
stages of the FEI (Section 2.5), the directed, acyclic structure of the tree is ensured.
Therefore, this approach is called the lowest common ancestor stage view (LCAS).
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4.2. Graph Neural Network Approach

The definition of the stages, including the anti particles, is:

1 ≡ π0, J/ψ

2 ≡ K0
S

3 ≡ D0, D+, D+
s

4 ≡ D∗0, D∗+, D∗+
s

5 ≡ B0, B+

An example for this is shown e.g. in Figure 4.3 (left). For intermediate particles not
included in the list above, for example resonances, the particle is skipped in favor of a
higher common ancestor that is included in the list above.

4.2. Graph Neural Network Approach

There are challenges to event reconstruction using NNs, that have to be accounted for when
building reconstruction algorithms. The requirements that the reconstruction algorithm
must meet are listed below.

Detected FSPs:
Only the detected particles can be used as FSPs to reconstruct the root node (B-
meson).

Variable number of FSPs:
The number of FSPs varies greatly, as there is a large number of possible decay
channels for a B-decay. Hence the reconstruction algorithm has to be able to handle
a varying number of FSPs. Additionally, the method has to be invariant under the
permutation of the final state particles, as the order of particles is unknown.

Unknown depth and structure of the tree:
The large number of decay channels leads to unknown intermediate particles and an
unknown tree structure. This results in an explosion of possible combinations for
decays including large numbers of FSPs and large numbers of possible intermediate
particles.

The previous section Section 4.1 explained how the tree structure can be encoded only
using the available FSPs. The full training cycle is shown in Figure 4.4. The goal now is to
predict the edge labels. For this purpose, a fully connected graph is built from the FSPs.
In this way, no prior assumption has to be made. Since the particles follow physical laws,
the kinematic properties can be exploited to predict the edge labels. Using NNs enables
one to make complex assumptions to predict the particle relationships. The input for this
additional graph is therefore the feature matrix of the FSPs. Since a separate graph is built
for each decay and each edge is predicted individually, this method is adaptable to any
number of FSPs. Furthermore, the order of the particles is irrelevant for the prediction,
since one can permute the LCA and the conversion to the adjacency matrix does not
change [50]. The feature matrix can be used in a later step to determine the features of the
intermediate particles, resulting in the reconstructed decay tree.
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Figure 4.4.: Training cycle of the graFEI approach. The decay tree is shown in the top
left. As only the detected final state particles are known, an additional graph
is built out of these particles (a). This is a fully connected graph, including
particle features, for example, the reconstructed four momenta of the particle.
This serves as the input for the graph neural network (b). On the bottom right,
the lowest common ancestor matrix is shown, which functions as the training
target. Based upon this the adjacency Matrix (c), stating the structure of the
tree, can be calculated. Finally, the decay tree can be reconstructed using the
adjacency matrix and the feature matrix (d).

Training on a single training target enables the possibility to exploit the full simulated data
coverage for the training, removing the necessity to explicitly state the decay channels, as
this limits the covered branching ratio.

The network architecture is based on a modified GNN encoder described in the Neural
Relational Inference for Interaction Systems [49]. The idea of the NRI model is to alternate
between node and edge representation to create an optimal deeper representation of the
features. The most important two layers are therefore the Node-to-Edge and Edge-to-Node
layers.

An overview of the modified NRI model is shown in Figure 4.5. The layers that are used
are a multilayer perceptron (MLP) consisting of 2 linear layers with an ELU activation
function [51] and dropout [39] followed by a batch normalization layer [37] as defined in [49].
The model employs residual connections [44], also called skip connections, to avoid vanishing
gradients (Chapter 3). Unlike the official NRI model, there is the possibility to switch
more often between the edge and node representation for the modified NRI, by defining
the number of blocks. The original NRI also only uses one MLP between each Node-to-
Edge/Edge-to-Node layer, whereas here the option to add additional MLPs (additional
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4.2. Graph Neural Network Approach

MLP layers) is given. The original model only uses one skip connection between the
second and the final MLP, but to compensate for the larger network architecture in this
modified NRI more skip connections are applied in each block. The original layer has a
feedforward dimension of 256 for its MLPs. In this work, larger dimensions will be studied
as well (dimension feedforward).

The steps in Equation (4.1) to Equation (4.4) is the message passing as defined in [49].
This can be done in parallel for all nodes and edges.

Embedding
First, the node features xi are embedded into a different representation; the number of
representations is defined by the user by setting the number of hidden nodes (width)
in the feedforward layers. This new representation is from now on referred to as node
representation vi. This first node representation v1i only depends on the features of
one particle.

v1i = femb(xi). (4.1)

Node-to-Edge
After the embedding, a new edge representation can be calculated. Through an
edge e(i,j) the node representation of the two corresponding nodes vi and vj are
concatenated and the information of these two nodes then gets combined by the
following MLP block (MLP1).

e1(i,j) = fMLP1([v
1
i , v

1
j ]). (4.2)

Edge-to-Node
The next step is to transition back to the node representation. For node vi all
corresponding edge features get summed up, excluding the self-interaction and divided
by the number of edges for this node. As this is a fully connected graph, this is
the size of the other particles Nv − 1. This second node representation v2i now uses
information of the full graph. Another MLP block (MLP2) is used to map to the
node representations.

v2i = fMLP2(
1

Nv,fsp − 1

∑
j ̸=i

e1(i,j)). (4.3)

Node-to-Edge
As the edge labels are going to be predicted, the following step is to then go back to
the edge representation.

e2(i,j) = fMLP3([v
2
i , v

2
j ]). (4.4)

The steps in Equation (4.3) and Equation (4.4) can be repeated according to the number
of blocks n that is defined, until the final edge presentation en(i,j) is reached. The last
step is the output layer to predict the edges for the previously defined number of classes
that are possible. Since for experimental realities there are events where not all detected
FSPs actually belong to the primary particle decay (i.e. beam-induced background), an
additional background class with the class value of zero is included in this thesis. The
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4. Graph-based Full Event Interpretation

number of classes would therefore be 6 for the LCAS matrix using the 5 stages and the
background class, or the maximum number of generations in addition to the background
class for the LCAG matrix.

For the LCA matrix displayed Figure 4.5, each edge contains two entries in the matrix
with Lij = Lji, each corresponding to one direction of the edge. The prediction in the
last output layer can differ, as the direction is maintained with the message passing steps.
To match the LCA matrix, the prediction matrix Lout−1 gets symmetrized by adding the
transposed Matrix and dividing by 2:

Lout =
1

2
(Lout−1 + LT

out−1). (4.5)

Equation (4.5) combines the directed edges of the previous steps.

The model is implemented in the machine learning library PyTorch [52]. As self-interaction
of FSPs is not included in the model prediction, the diagonal is excluded when calculating
the loss. To achieve this, the diagonal of the LCA matrix is set to a class value that is not
being used in the class prediction. This is PyTorch specific and results in the diagonal of
the LCA matrix being set to -1.

To be able to handle different decay multiplicities, the network must be able to handle a
variable number of FSPs. Due to the implementation in PyTorch, the input tensors for a
single batch have to have the same dimension, so matching the dimensions when building
batches for the training is necessary. In [11], the number of FSPs is set to a maximum
number of particles per decay. If a lower number of particles occurs in an event the resulting
empty rows and columns get filled with -1. This is known as padding. The padded values
are also ignored during the loss calculation due to masking with the ignored class of -1.
This however influences the output of the GNN after the first embedding layers due to
non-zero bias weights. Even though the input features are zero they can still contribute
after the edge representation gets combined to the node representation.

The solution to this is to adjust the message passing tensors used in the Node-to-Edge and
Edge-to-Node to only include the original number of final state particles. This way, empty
dimensions get ignored when calculating and predicting the nodes and no longer contribute
to the edge prediction in the output of the model.

By using this method, the network can still be trained with randomly shuffled batches
and the computational requirement is lower when padding a batch only to the maximum
number of leaves per batch. This is due to the reason that the edges scale quadratically
with the number of nodes, therefore having more nodes (including the artificial padding
nodes) greatly increases the number of edges.

To account for the imbalanced distribution of classes, the option to include class weights is
examined in Section 7.3. To prevent the network from only predicting a majority class, the
respective classes instead contribute to the loss function in the same order. In this work,
cross entropy loss and focal loss get utilized for the training with the Adam optimizer [36].
The hyperparameters of the network architecture (number of blocks, dimension feedforward,
additional MLP layers, and final MLPs) defined in this section are crucial to the performance
of the network as they define the size of the network. The tuning of these is computationally
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Figure 4.5.: The modified NRI encoder used in this work based on [49] and [11]. It shows
the feature matrix of an example B-decay as input and the LCA matrix as the
target of the model. The model architecture is displayed in the middle, where
bold arrows denote the order of the different layers for the forward pass. The
residual connections are shown as dotted lines. The blue block is a simplified
display, as the layer’s content of the blue block is appended according to the
number N specified.
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expensive, as the different network configurations have to be tested and their performance
compared. For that reason, Optuna [53] is utilized in this work to optimize the configuration
in the user-defined hyperparameter space. Optuna uses pruning algorithms to stop trainings
early that perform worse than the previous optimization, as this saves computational time
and resources.

4.3. Evaluation Metrics for the graFEI

For a comparison with the existing FEI algorithm (Section 2.5), similar metrics are used to
benchmark the performance of the graFEI. A comparison between the metrics for the FEI
and the graFEI is shown in Table 4.1.

For the FEI a decay counts as tagged if it is possible to reconstruct a B-meson. The
equivalent for the graFEI is requiring that the predicted LCA matrix corresponds to a valid
decay tree structure, called valid tree. This is done by demanding a rooted, directed, and
acyclic tree, so that there are no loops in the tree structure when particles decay into a
higher generation. The fraction of valid trees out of all samples is called the valid tree
efficiency. In the case of a valid tree, the B-meson can be reconstructed by combining the
kinematic information of the involved FSPs. It would also be possible for physics analyses
to implement selections for the intermediate particles to increase the purity of their analysis
similar to the FEI, but this is outside the scope of this thesis. Another metric that is
used to monitor the training of the network is the accuracy. This metric is calculated
independently from the other as it is not calculated per decay but per single particle edge.
The accuracy is the number of correctly classified particle edges out of all possible edges. If
all particle edges in a decay are predicted correctly, the accuracy for this decay is 100% and
the decay tree is correctly predicted. The fraction of the correctly predicted LCA matrices
out of all is called the perfect LCA. Equivalent to the purity used in the FEI is the purity
for graFEI, given by the fraction of the perfect LCA to the valid tree efficiency.

The only method to tag a B-decay is if the predicted LCA matrix is a valid tree. The
FEI offers a signal probability to have the option of deciding between an analysis with low
purity and high number of samples or high purity but a low number of possible samples.
This is not yet implemented for the graFEI.

In Chapter 5, the approach described in this chapter is evaluated with the graFEI metrics
for idealized simulations on a large number of possible decay channels, two orders higher
than previous studies in [11]. Chapter 7 then studies the approach on simple B decays
as subsets of the Belle II simulated samples. In Chapter 8, the FEI and the graFEI are
compared in regards to these metrics on the Belle II simulated samples.
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4.3. Evaluation Metrics for the graFEI

Table 4.1.: A direct comparison between the metrics used to evaluate the FEI and the new
metrics used for the graFEI. Metrics in the same line are equivalent.

FEI graFEI
tagging efficiency: fraction of recon-
structed B-decays to all B-decays

valid tree efficiency: fraction of B-
decays with a rooted, directed, acyclic,
predicted tree to all B-decays

accuracy: amount of particle edges that
get classified correctly (independent of B-
decays)

tag-side efficiency: fraction of correctly
reconstructed B-decays to all decays

perfect LCA: fraction of B-decays with
a correctly predicted LCA matrix

purity: fraction of correctly reconstructed
decays out of all reconstructed decays

purity: fraction of perfect LCA out of all
decays with valid trees
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5. Extension of Studies on Previous Work

For the first part of this thesis, I extend previous studies [11] to analyze the behavior of the
graFEI approach for larger datasets. This is used to formulate a training strategy for the
Υ(4S)-Belle simulated data, which contains a large number of decay channels and varying
multiplicities in the event decays. I perform studies on a simulated phasespace dataset with
200 different decay topologies.

The first Section 5.1 describes the dataset. The following Section 5.2 investigates the
behaviour of the training when combining a large number of different decays, for a variable
number of particles. Lastly, Section 5.3 shows the results of the hyperparameter optimization
with Optuna [53] on the Phasespace Dataset that is used for the later training of the Belle II
simulated datasets.

5.1. Phasespace Dataset

To generate Monte Carlo n-body phasespace decays, which obey the laws of physics, the
Phasespace [54] library is used. To study the graFEI performance a large generic dataset
with a fixed root node is produced, mimicking the B-meson, and different decay topologies
based on the previous work by Tsaklidis [11]. The decays are generated starting from the
root node with a fixed mass of 100 (arbitrary unit). The child particles are selected at
random between intermediate and final state particles (FSPs). The combined masses of the
child particles have to be less than the mass of the root node. The intermediate particles
have fixed masses of [90,80,70,50,25,20,10], while the masses of the FSPs are chosen from
[1,2,3,5,12]. The number of children for each parent particle is fixed between two and
five to mimic the nature of particle decays. Starting from the root node, the daughter
particles are gradually generated according to the defined decay topology. This is continued
until only FSPs remain. The decay tree structure and the masses of the intermediate and
FSPs define the decay topology. The decay then is simulated according to the laws of
physics, e.g. energy and momentum conservation. The simulated features of the FSPs are
their respective four-momenta. The simulated energy and x-axis momentum are shown in
Figure 5.1 for an example decay with a depth of three and six FSPs.

The dataset for the study of the graFEI approach consists of 200 decay topologies for the
training and evaluation. Regarding B-decays for Belle II, the number of FSPs varies between
two to 30 particles and there can be deep decay trees with high numbers of intermediate
particles. The number of FSPs generated for one decay topology is between two and 16. The
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Figure 5.1.: Example decay at the top to show the energy and momentum distribution for
the generated phasespace decays at the bottom. Starting from the root node
with a fixed mass of 100, intermediate and final state particles are randomly
selected until only FSPs remain. The decay then is simulated, yielding the
energy and momentum distribution shown on the lower part. The energy and
momentum are given in arbitrary units. This example is shown for one topology
with its arbitrary particle mass at the top.

depth of the tree is between 1 and 7 generations until the root node is reached. The sample
distribution of the phasespace dataset is shown in Figure 5.2. Leaves refer to the number of
FSPs in the training sample and the depth of the LCA matrix is the maximum generation
of the LCA matrix. As shown in Figure 5.1, the topologies are separated according to their
maximum number of FSPs and the height of the root node. For each topology, the same
number of samples is simulated, to represent an evenly distributed dataset.

The first training runs are performed with eight thousand samples per topology, resulting in
1.6 million training samples for the combined training. For the computationally expensive
optimizations, the sample size was reduced to two thousand samples per topology. This
also brings the experimental conditions of samples per decay closer to the ones expected of
the Belle II dataset. This leads to a total training dataset size of 400 thousand samples.
The test and validation datasets are generated the same way as the training dataset and
are half the size of the training dataset.

I use this dataset to develop a first training strategy for the Belle II samples.
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Figure 5.2.: The distribution of the different decay topologies for the phasespace dataset.
A specific decay topology consists of fixed intermediate and FSPs as well as
the defined tree structure. The depth is defined as the maximum number of
generations between the final state particles and the root node. The number of
leaves corresponds to the number of final state particles.

5.2. Studies on Phasespace Datasets

The first study in this thesis examines how the performance of the graFEI is affected by
the number of possible topologies. There is a need to predict different decay trees with
the same trained model, as only the FSPs of the Υ(4S) events of Belle II are detected.
Therefore, different topologies with varying depth and number of FSPs are combined to
test the approach.

Figure 5.3 shows the comparison between the training for each combination with the same
depth and number of leaves (node) separately (left) and the full dataset simultaneously
(right).

Single Node Training

I trained 43 models for all single node trainings, where different decay topologies are
combined but the depth and number of leaves is the same. The model is successfully able
to predict over 80% LCAG matrices up to nine leaves correctly. The model is therefore
able to distinguish between these decay structures.

The higher the number of leaves and the depth, the more complicated it is to predict
the LCAG matrix. This is due to the fact, that a larger number of combinations for the
decays is possible. For these more complex decay trees, the predictive capacity of the model
decreases steadily until it only is able to predict less than 10% of decay trees correctly. The
accuracy is still higher than 77% for these decays. This shows the limitation of this method.
The LCAG matrices are no longer predicted correctly for very complex decays. The total
perfect LCAG score achieved is 76.6% over the full dataset and the 43 trained models.

Combined Training

For the combined training, only leaves up to five FSPs are well predicted with a perfect
LCA score of over 80%. Further, the model is no longer able to predict decay trees with
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Figure 5.3.: Evaluation of the trained networks on the test phasespace dataset. On the
left, the results are shown where each leaf and depth combination was trained
separately and on the right, they are combined. The metric titles include the
average metric value on the full dataset.

over twelve leaves, isntead the model learns to predict the easier decays. This is also shown
in the accuracy, where the less complex decays achieve higher accuracies than the more
complex ones.

The models for the single nodes achieve high perfect LCAG scores for up to eleven leaves.
This is not the case when combining all training samples for the whole training process.
Therefore, the idea is to identify potential patterns. In the following, I investigate the
influence of the depth of the model on the performance of the reconstruction to find out if
more complicated decays need deeper networks to increase the performance.

5.2.1. Ablation Node Study

Due to hardware constraints, the training samples are reduced to two thousand samples per
topology for the following hyperparameter optimizations. At first, I trained on subsets with
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Figure 5.4.: Ablation study for the depth of the NRI model on varying topologies with a
fixed size of FPSs (leaves) and fixed depth.

the same number of leaves and depths shown in Figure 5.4, and evaluate it on the model
accuracy. These training runs are performed with the same hyperparameter selection, only
varying the number of blocks. The mapped hyperparameter space covers the number of
blocks of two, three, four, and ten. As the complexity of the decays rises, the depth of the
network must be increased accordingly. There is a trend towards more blocks for decays
with a higher number of leaves regarding the training runs with eight, ten, eleven, and
twelve leaves. Nevertheless, no direct dependency to the number of leaves or depth can
be observed, as the accuracy increases for all these training runs, so further studies are
necessary.

5.2.2. Ablation Depth Study

To further investigate the trend of increasing the model complexity according to the decay
complexity, I extend the search to combined decays with differing numbers of FSPs. For
this, I combined all decays with the same depth and performed the same study described
in the chapter before. The idea behind this ablation study is to find out whether a block
is necessary for each additional level of ancestors. The algorithm could learn a step-wise
reconstruction similar to the FEI. Thus, the first block would be responsible for the parent
particles and the second block for the grandparent particle reconstruction. If this were
the case, one could gradually add more blocks for the network if there are more extensive
decays with a large depth and a high number of FSPs.

Issues with the training occur for these depth training runs, where the model is not able
to learn anything. This is solved by scaling the features to a standardized range with the
mean of zero and standard deviation of one. This ensures that the scaled features now
contribute similarly to the loss, enabling the training to converge.
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The results of this ablation study are shown in Figure 5.5 for the depths of two, four
and five. The perfectLCAG score is shown for the training with the respective number of
blocks. For each number of blocks, five trial models are trained. As seen in Figure 5.5,
the results for the perfectLCAG score can vary for fixed hyperparameters. For a depth
of four, there is a trend towards a higher number of blocks for the mean of the training
runs. The performance of the model is similar to the results with four and six blocks. For a
depth of five, the results are also similar for four to six blocks. There is a larger variance in
these trainings. Overall these studies show no clear correlation between the depth of the
predicted LCA matrix and the number of blocks and have high fluctuations. The model is
performing best when the number of blocks is between four to six.
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Figure 5.5.: Ablation study for the depth of the NRI model on varying topologies with a
fixed tree depth.

5.3. Hyperparameter Optimization for Large Phasespaces

The previous studies in Section 5.2.2 show that the performance of the model improves
for a low number of blocks, but converges and does not improve for a larger number of
blocks. Furthermore, there is a high variance between the trials for one hyperparameter
combination. This is indicating that the optimal number of blocks is not correlated to the
decay depth.
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To determine the optimal network architecture Optuna [53] is used for the hyperparameter
optimization. The hyperparameter space of the Optuna optimization on the whole phasespace
is reduced to a maximum number of four blocks. This is due to hardware constraints,
as large models can no longer be computed on the GPU memory without implementing
model parallelism. The training is computationally expensive and is therefore performed
on the HoreKA [55] cluster. Regarding the model architecture in Section 4.2, the following
parameters are tuned:

• additional MLP layers,

• feedforward layer widths,

• final MLP layers,

• initial MLP layers,

• loss function,

• number of blocks.

The result of this optimization is shown in Figure 5.6. The target metric for this optimization
is the perfectLCAG. The biggest trend is for the larger NRI feedforward layer widths. The
initial and final MLP layers have no influence on the predictive capacity. Both loss functions
achieved similar results. The number of additional MLP layers in the block is also not
decisive for the model performance.

0 0.5 1 1.5 2

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

100 200 300 400 500 1 2 3 4 1 1.5 2 focal cross_entropy 1 2 3 4
0

50

100

150

200
#Trials

block_additional_mlp_layers dim_feedforward final_mlp_layers initial_mlp_layers loss nblocks

O
bj

ec
tiv

e 
Va

lu
e

Figure 5.6.: Optuna Optimization of the NRI. The objective value corresponds to the
perfect LCAG. The trial results are shown for the six model architecture
hyperparameters.

The model performs best with two blocks. Comparing this with the previous results decays
with larger depths or more complex decays require more complex models. This can be
achieved by making the model even deeper with a higher number of blocks or wider by
defining larger feedforward layer widths. This indicates that it is beneficial to transition
five times between the edge and node representation (two blocks) and that the model needs
this depth to learn generalization and not only memorize the data. It also shows that the
model performance is not improving further when transitioning more often. In previous
work [11] it was reasoned, that information loss occurs with a higher number of transitions.
Results in Figure 5.5 on the other hand indicate that the model is neither gaining nor losing
performance.
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To confirm the biggest impact being the larger NRI feedforward widths, another optimization
is shown in Figure 5.7. This is done with feedforward layer widths up to 2048. This
hyperparameter optimization shows, that higher feedforward widths improve the model
performance greatly, but also increase the possibility of overtraining.
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Figure 5.7.: Optuna Optimization of the NRI with larger NRI feedforward layer widths.

Using these optimized hyperparameters and a feedforward layer width of 512, due to
hardware constraints, the training on the full phasespace dataset is repeated and shown in
Figure 5.8. The perfect LCAG score for the full training achieves 61.1% compared to the
previous 41.5%. The model is able to correctly predict over 70% LCAG matrices for up to
eight leaves correctly and the predictions for the more complex decays improve.

This confirms that the graFEI approach can be used for large amounts of possible decays.
These results are used as a baseline for the following studies in Chapter 7 and Chapter 8.
Because these hyperaparameter searches are computationally expensive, they cannot be
repeated for each study. To speed up the training, I use the smaller configuration when the
training runs achieved similar results. For example, the additional MLP layers per block are
set to zero as there is no indication that using a higher number would improve the results.
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Figure 5.8.: Phasespace evaluated model that was trained with the optimized hyperparame-
ters.
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6. Belle II Simulated Training Datasets

This chapter shows how to adjust the graFEI approach for Belle II simulated events. In
contrast to previous experiments in [11], this now includes the detector simulation in the
Belle II MC samples, instead of only the event generation MC truth level information.
In this work simulated Belle II Υ(4S) MC13a [28] samples of Υ(4S) → BB generic B-
decays are used. The graFEI approach is applied to single B-decays, therefore each generic
Υ(4S) → BB event is split into two B-decay training samples.

First, the FSPs have to be selected using the detector information. As described in
Section 2.3, in many cases there are additional particles, for example beam background or
split-offs, which are part of the event but do not belong to the B-meson decay.

Chapter 6 describes how I select FSPs including the detector simulation. The strategy is
to build the LCA matrix on the event generation level, excluding the detector simulation.
The selected FSPs are compared with the true FSPs of the event generation to build the
training LCA matrix. In Section 6.2 I adjust the training target (LCA matrix) according
to these selected FSPs. Furthermore, I introduce the input features used for training in
Section 6.3. The last section of this chapter describes the full preprocessing and training
process for the dataset to give insight on the hardware constraints in Section 6.4.

6.1. Belle II Final State Particles

To determine the FSPs per decay the information of the detector simulation level is used
to reconstruct the final state particles. Charged particles are derived from reconstructed
tracks, whereas photon candidates are reconstructed from the ECL clusters. The challenge
is to remove falsely reconstructed particles as well as the additional particles not belonging
to the decay while having a high reconstruction efficiency regarding particles belonging
to the B-meson decay. To achieve this, the selection criteria are evaluated in this chapter.
To get started, I apply the default recommendations within the collaboration shown in
Table 6.1.

For the charged particles, only the highest particle identification probability (PID) out of
e±, µ±, π±, K± or p determines the identity of each particle.

Further selection criteria to ensure a good reconstruction are to demand that the particle is
within the CDC (Section 2.3) acceptance, requiring that the particle polar angle θ is within
the range 17° < θ < 150° and not outside the detector coverage (beam pipe). Another
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Table 6.1.: Particle selections for the final state particles.

particle selection criteria
charged particles 17° < θ < 150°
e±, µ±, π±,K±, p nCDChits > 20

photons γ 17° < θ < 150°
∆tECL < 1 · 106
E1
E9

> 0.4 or E > 75MeV

Cluster forward/barrel E > 50MeV, back-
ward E > 75MeV

requirement is that at least 20 registered hits in the CDC assigned to the particle track are
measured. This improves the PID reconstruction so that 76.3% of the charged particles are
correctly predicted and assigned the correct mass hypothesis.

The selection criteria for the photons (γ) are also provided by the Belle II collaboration and
defined in Table 6.1. Reconstructed photons are also required to be in the CDC detector
acceptance. Another selection is that the error of the cluster timing ∆tECL has to be smaller
than 106 to remove failed waveform fits in the ECL. Furthermore, the ratio between the
measured energy of the center crystal E1 of the ECL and the 3x3 crystals surrounding this
center crystal, E9, has to be more than 0.4. This is because larger values are more likely to
be generated by photons, whereas hadrons tend to produce smaller values. If that is not
the case, then the energy E of the photon has to be at least 75MeV. Lastly, energy cuts
depending on the ECL region of the cluster are applied. If the particle is measured in the
forward or barrel region, it has to have an energy of at least 50MeV. For the backward
region, the energy has to be at least 75MeV. This is to remove low energy photons, as they
are mostly created by background processes.

6.2. Building LCA Matrix for Reconstructed Data

Particle reconstruction is imperfect and particles can escape the detector undetected. Recon-
structing the FSPs can result in their features being incorrect, e.g. through misidentifying
particles, or features like the four-momentum getting smeared. Although selection criteria
are applied when selecting the FSPs, there can still be reconstructed particles in the event
that do not belong to the primary decay. These cases have to be accounted for when
building the training target for the training on Belle II simulated data.

To build the training LCA matrix, the true LCA matrix is determined from the event
generation for both B-meson decays in one Υ(4S) → BB event. Then the final state
particles are reconstructed according to the selection criteria defined in the previous section.
The next step is to then match the reconstructed FSPs to the true FSPs of the event
generation.

The detector reconstruction effects are categorized as follows:

Missing
Invisible particles like neutrinos cannot be measured by the detector. Furthermore,
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Figure 6.1.: An example of building the training target LCA matrix is shown. On the top,
the two stages of the event simulation are shown with the event generation
followed by the detector simulation. The LCA is generated out of the FSP
of the event generation and encoded in the LCAG matrix. To adjust for the
experimental realities of the detector simulation, the LCAG matrix is further
modified. LCAG matrix rows of missing particles are deleted. Additional
particles that are part of the detector simulation event but do not belong to
the B-meson decay are added as a background class with the value of zero, as
not MC matched or secondary particles. This results in the training LCAG
matrix shown on the bottom right being the final training target. The diagonal
entries are assigned to -1 to be later on ignored in the training, as particle self
interactions are excluded in the training.

FSPs can escape the detector due to the detector efficiency or do not match the
reconstruction criteria. Therefore, they cannot be reconstructed and are referred to as
missing particles. To adjust the training LCA matrix for this possibility, the missing
particle is deleted from the LCA matrix. In the example of Figure 6.1 the kaon K+

is missing, therefore the respective row and column are deleted for the training LCA
matrix and only the four remaining true final state particles are contributing. For the
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generic B-decays with the selection criteria defined in the previous selections, there
are on average 4.12 particles missing per hadronic B-decay and 3.04 particles are
missing for semileptonic decays. This is shown in Table 6.2. The percentage of decays
where all final state particles were reconstructed and no particles are missing is only
1.6% for hadronic decays and 4.9% for semileptonic decays.

Duplicates
It can happen that a particle is reconstructed two or more times and one true FSP is
assigned to more than one particle. This means there are duplicate particles that have
to be considered. With the event selections, duplicates occur in 29.2% of hadronic
decays and 25.0% of semileptonic decays. To include duplicates, the particle row and
column of the true LCA matrix can be copied according to the number of duplicate
particles (in this example up to 7).

Secondaries
The particles from the event generation that build the true LCA matrix are called the
primary particles. They are part of the physics generator. The secondary particles
are generated by the simulation when particles interact with the detector. Therefore
they can be assigned to their corresponding B-decay when MC-matched. In the
example decay in Figure 6.1 there are two additional photons that are secondary
particles. Because they do not belong to the original decay tree; particle relations
with secondary particles are labeled as 0. This means the ignored index on the
diagonal has to be changed to another number for PyTorch, and is from now on set
to -1. Secondary particles are present in 75.7% of hadronic B-decays and 60.1% of
semileptonic B-decays with an average of 1.9 and 1.2 particles per decay, respectively.

Unmatched
If the MC matching does not find a candidate for a reconstructed FSP, this particle
is unmatched. It is not possible to assign this particle to a true particle of the
event generation. This also means that it is not possible to assign the particle to
one of the two B-decays in the Υ(4S) event. Unmatched particles are present in
91.7% of all B-decays and therefore cannot be ignored. Υ(4S)-events have on average
three unmatched particles. The solution is for one B-decay to randomly select a
subset of unmatched particles and assign them to this B-decay. For the signal decay
B → νν̄ this is not necessary as everything in the event belongs to the tag-side
B-decay. Comparing the distribution for a B-decay on B-generic to the tag-side
of B → νν̄ shows that the distribution is similar and this is a sufficient approach
to deal with unmatched particles. This is shown in Figure 6.2 for the example
decay B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0. The distribution is similar when
randomly adding unmatched particles as shown on the left as it does for the true
distribution on the right. The particle connection to the other particles for unmatched
particles is also labeled as zero as well as for the secondaries. An example is shown in
Figure 6.1 for the unmatched particle.

The training LCA matrix now consists of two parts, the adjusted true LCA matrix, referred
to as primary LCA matrix from now on, and the entries for the background particles.
Furthermore, events are skipped as shown in Table 6.2 if the event does not pass the event
cuts of the FEI or if less than two distinct primary particles got reconstructed, as in this
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Figure 6.2.: The distribution of the training LCA matrix is divided by the number of FSPs
per decay, named leaves and the maximum generation in the training LCA
matrix referred to as depth. Unmatched particles can not be assigned to one
of the two B-meson decays of the Υ(4S) event and are therefore distributed
randomly. To verify this approach, a comparison for the same tag-side decay
B0

D
∗ on generic Υ(4S) → B0

D
∗B0 decays and Υ(4S) → B0

D
∗ B → νν̄ is

shown.
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case there is nothing to reconstruct. These event cuts require at least three particles to
be reconstructed in the CDC acceptance, with a transverse momentum of pt > 100MeV
close to the interaction point (|z| < 2 and |d| < 0.5). Furthermore, at least three entries in
the ECL within the CDC acceptance and energy E > 100MeV are required. The visible
energy of the center-of-mass system should be at least 4GeV and the energy stored in
the ECL between 2GeV and 7GeV. These selections are applied to remove events where
not enough FSPs are reconstructed to be able to predict a B-decay tree. Despite these
selections, there are still B-decays with less than two primary reconstructed particles. These
also get removed from the training samples as they represent unreconstructable decays.

Table 6.2.: The particle distribution for the generic B-decays was calculated on
200 000 events, expecting 400 000B-decays, including the selection criteria de-
fined in Table 6.1.

hadronic semileptonic
Number of B-Decays 200731 186072
Skipped B-Decays (<2 primaries) 256 1201
Average number of primary FSPs (min/max) 8.93 (2, 27) 6.76 (2, 24)
Average LCA length (min/max) 13.05 (2, 35) 9.81 (2, 33)
B-Decays with secondary FSPs 151914 (75.68%) 111904 (60.14%)
Average secondaries (min/max) 1.89 (0, 15) 1.24 (0, 15)
B-Decays with duplicate FSPs 58520 (29.15%) 46538 (25.01%)
Avg duplicate FSPs (min/max) 0.36 (0, 7) 0.3 (0, 7)
B-Decays with duplicate and secondary FSPs 166842 (83.12%) 129736 (69.72%)
B-Decays with missing FSPs 196293 (97.79%) 174236 (93.64%)
Avg missing FSPs (min/max) 4.12 (0, 18) 3.04 (0, 19)
B-Decays with perfectly reconstructed FSPs 3232 (1.61%) 9082 (4.88%)
Events with unmatched FSPs 177415 (91.73%)
Average unmatched (min/max) 3.04 (1, 14)

6.3. Input Features for Training
To learn the physics of the decay, the features of the used particles are relevant for the
training. In the previous work [11], only the four momentum and the charge were used for
the training. In this thesis additional features to describe the particles are used for the
input. They are inspired by the features used by the FEI. Additionally, features are used to
compensate for the vertex fitting used by the FEI for each particle stage.

Previous studies in Section 5.2.2 showed, that it is sometimes necessary to scale the input
features to a standardized range for the model to learn and achieve a decreasing loss function.
If the inputs are already Gaussian distributed, they are fit and scaled to a standard deviation
σ = 1 and mean µ = 0 using the distribution of the respective feature on the training
dataset. As some of the input features of the Belle II dataset are exponentially distributed,
at first the power transformation (Equation (6.1)) is applied followed by the standard
transformation (Equation (6.2)).

power(x) = sgn(x) · |x|λ. (6.1)
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linear(x) =
x− µ

σ
. (6.2)

These are the features that are used in the training on the Belle II simulated data:

Particle identification probabilities (PID)
The particle identification probabilities are used when reconstructing the FSPs, as
the particle is reconstructed using the mass hypothesis with the highest respective
PID. For the FEI they are used in the first stage to reconstruct the FSPs. The PIDs
are calculated by using the information from all available detectors, excluding the
silicon vertex detector. The respective PID is given by the fraction of the likelihood
of the corresponding particle x to all particle likelihoods as shown in Equation (6.3).
These PID are used as input because even though 76.2% of all charged particles
get identified correctly, 23.8% of particles are misidentified and use the wrong mass
hypothesis and energy. Therefore, by including the PID, the network could learn and
adjust for misidentifications.

PIDx =
Lx

(Lµ + Le + Lπ + LK + Lp + Ld)
. (6.3)

Kinematics
These are the particle kinematics. Instead of using the four-momentum with the x- and
y-axis px, py, the full momentum p, the transverse momentum pt and the momentum
along the beam axis pz are used. As these three variables are exponentially distributed,
to achieve a normal distribution they are power transformed with λ = 0.5. Additionally,
pt and p then get scaled linearly on top of the power transformation. Furthermore,
the PDG code of the particle as well as the corresponding mass hypothesis is used.
These two input features are reliant on correct identification. The particle mass is also
used to calculate the energy, making these three variables dependent on the correct
PID. All other variables are not influenced by misidentification.

Vertex Information
The vertex information that is used here is the distance of the vertex to the impact
point of the Υ(4S) event collision. dr describes the transverse distance and dz the
distance for the z-axis in respect to the interaction point. When scaled these two
variables are power transformed with λ = 0.25.

ECL cluster variables
These attributes are only available if there are entries in the ECL cluster. Input
features that are included are the region of the ECL cluster entry, tokenized by their
class. Additionally, the number of hits in the ECL cluster and the timing of the ECL
cluster are studied as inputs for the model. Furthermore, the ratio of the energy in
the inner 3x3 crystals to the outer 5x5 crystals is added as a variable, as these values
tend to be higher for photons and smaller for hadrons.

Basic decay information
An additional variable that is implemented and evaluated for the graph neural network
is the number of FSPs for the whole B-decay. This is the same for each particle in
the respective B-decays and is used as an input for the GNN to gain information over
the size of the new fully connected graph.
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6.4. Training Workflow

The full training workflow is shown in the flowchart in Figure 6.3. The starting point is the
MC simulated events produced by the Belle II collaboration [28]. For both B-decays in each
Υ(4S) event, the LCA matrix is built out of the primary particles of the event generation
MC-truth level. This is achieved by recursively iterating over all MC-truth particles until
there are no more primary daughter particles. The intermediate primary particles are
saved and either classified by the LCAS or LCAG (Section 6.2) representation method. On
the reconstructed level, for each event, the particles are reconstructed according to the
selections in Table 6.1. Additional information is saved to later identify to which of the
two B-decays they belong and if they are primary or secondary particles. The features for
each particle in the event get saved. This is done on the Grid provided by Belle II [28], so
therefore the MC datasets do not have to be downloaded locally, speeding up the process.
Each file takes to 45 minutes to process. Furthermore, the processing on the Grid can be
done in parallel and reduces the file size to 10% of the original MC file size. For B-generic,
this means that 51 million Υ(4S) → B0B0-events that take 500GB of disk space only use
50GB of disk space after the preprocessing. This space will be further reduced when the
training LCA matrices are directly built on the Grid. For the experiments in this thesis,
the option to modify the training LCA matrix is included to analyze the different levels
of detector effects. These preprocessed files can then be downloaded to train on a GPU
machine located at the ETP or on the Throughput Optimized Analysis System (TOpAS) at
KIT which provides GPUs [56,57].

The Belle II Grid software provided outputs as ROOT [58] files. A problem occurs when
loading large amounts of training samples into memory. The occupied memory can reach
values of over 300 GB for 35 million training samples. The FEI was trained on 180 million
events, which would lead to over 300 million training samples. This results in an uncommonly
high amount of memory usage in HEP computing with the default memory management
where the complete dataset is loaded into memory. The alternative is to lazy-load the
training samples when a batch is needed to reduce the memory usage. This can be done
with uproot [59] using the lazy-load method1. A faster method entails converting the
files to hdf5 [60] files, saving the location of the training samples in the file2, and only
loading them when accessed by the dataloader for a training step. However, this requires a
converting step, which requires additional computing resources. Another option would be
to shuffle the data only per file for the ROOT files, one would then load only one active file
at a time into memory and build the batches to potentially speed up the training.

Trainings on small datasets and small models, which means low numbers of trainable
parameters, are performed on NVIDIA GTX TITAN X 12GB GPUs at the ETP. Trainings
with large models require a large amount of GPU memory for calculations, which exceeds
the 12 GB available. The same applies for large numbers of FSPs l and high batch sizes b,
as the input tensors of the model scale quadratically with the FSPs number according to
the batch size b× l × l. These more demanding trainings are performed on NVIDIA V100,
NVIDIA V100s and NVIDIA A100 40GB GPUs provided by TOpAS.

1https://uproot.readthedocs.io/en/latest/uproot.behaviors.TBranch.lazy.html
2https://docs.h5py.org/en/stable/high/group.html
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6.4. Training Workflow

Due to the previously mentioned memory constraint, trainings for the final dataset
are performed on NVIDIA A100 40GB GPUs on the KIT Hochleistungsrechner Karlsruhe
(HoreKA) [55], one of the 15 most powerful supercomputers in Europe 2021. This is done
to speed up the trainings by loading the full dataset into 512GB RAM provided by the
respective node.
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Figure 6.3.: Flowchart for the full training process including the data processing. Starting
with the Belle II simulated samples provided by [28], the LCA matrix and input
feature matrix are build in parallel on the Belle II Grid. They are downloaded
to train on the local GPU machine or GPU cluster. The training target LCA
matrix is built in the training step to enable studies regarding the input features
and the detector effects. This step would be incorporated into the previous step
when applying the graFEI method to speed up the training process further.
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Section 5.1 verified the graFEI approach on a large phasespace for a simple MC generated
dataset. The next step is to show particle decay tree reconstruction on simulated Belle II
B-decay samples using the graFEI approach. As described in Section 2.3, in many cases
there are additional particles, for example beam background or split-offs, which are part
of the event but which do not belong to the B-meson decay. This makes it difficult to
determine the true FSPs of the event. Chapter 6 describes my approach to adjusting the
training for reconstructed simulated data. In this chapter, I examine how the various effects
of detector simulation affect the graFEI performance.

The first study in Section 7.1 analyzes one simple B-decay to show a proof of concept for
this method. Here the different reconstruction effects defined in Section 6.2 are further
investigated and compared to each other. The results of the previous Chapter 5 show,
that when combining decays, the model is learning to predict the easier decays despite the
distribution of the training samples. To study this behaviour further, I combine a small
set of different decays with different decay topologies. This is to analyze the predictive
capacity regarding the different decays in Section 7.2. Based on these two studies the FSP
selection is adjusted in the last Section 7.3.

7.1. Training on Single Reconstructed Decay

To train on simulated reconstructed B-decays the first step is to investigate if the model
is able to handle the adjustments to the training LCA matrix mentioned in the previous
Section 6.2. The different effects to match the experimental setup are missing particles,
duplicated particles, secondaries and unmatched particles. Additionally, it has to be studied
if the model is able to learn with the information of the reconstructed FSPs. As the
particle reconstruction is imperfect, the features of the particles can differ from the event
generation and introduce uncertainties and resolution effects. For example, the resolution
for the Belle II tracking detectors for the momentum is smeared by 0.1% [22]. This impacts
conservation laws, as e.g. the four-momentum of particles are not adding up to the root
B-meson. This is another obstacle the model has to compensate for when learning to
predict the physics behind particle decays. To verify the model predictive capacity in
regards to these experimental effects, I start with reconstructing a simple example decay
B0 → D∗−(→ D0(→ K+π−)π−)π+.
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Figure 7.1.: The decay-tree structure (left) and the true LCAG matrix (right) for the specific
decay B0 → D∗−(→ D0(→ K+π−)π−)π+ is shown with the root B-meson at
depth three and four FSPs.

7.1.1. Single decay simulated reconstructed Datasets

Figure 7.1 shows this example decay of B0 → D∗−(→ D0(→ K+π−)π−)π+ at the left with
the corresponding true LCAG matrix at the right. This decay consists of four primary FSPs
with the B-meson at the third generation at the event generation level. Reconstructing the
decay inflates and blurs the number of FSPs that belong to this decay.

In the example of Figure 7.2, if the π+ is missing, the primary training LCA matrix gets
reduced to three rows and columns with a maximum depth of two. If two pions π+ and π−1
are missing, then the depth gets even further reduced to one.

At the bottom of Figure 7.2 the distribution of the training samples is shown, sorted by the
number of leaves and the maximum depth in the training LCAG matrix, for 20 thousand
training samples each. The dataset to validate and test the training consists of 10 thousand
samples each, so half the size of the training dataset. The following cases are considered in
this study:

best case
This describes the best-case scenario, where every FSP could be reconstructed,
therefore no missing particles are included. Furthermore, no B-decays with duplicates
are included. Unmatched or secondary particles are ignored when building the training
LCA matrix.

duplicates
Describes the best-case scenario, but B-decays with duplicates are included as expected
for the distribution. In this case 6% of decays include duplicate particles, and as
shown in Figure 7.2, the number of duplicate particles can go up to four in this
example decay. Compared to the full generic B-decay phasespace dataset, 32.0%
(Table 6.2) of decays include duplicates.

missing
Based on the best-case scenario, decays with missing particles are included. In this
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case, the primary LCAG matrix is incomplete. Over 50% of decays have missing
particles in this example decay, blurring the distribution. For the full dataset, this
number is even larger, since with the current selections only 2% of all B-decays have
all FSPs reconstructed (Section 6.2). Furthermore, the average of missing particles
with 0.7 is also larger for the full generic B-decay phasespace with 3.2 missing particles
on average. Therefore it is crucial to verify that the model is able to learn LCA
matrices even with missing particles.

unmatched
Starting from the best-case scenario, unmatched particles are included. This first
introduces the new class for background particles of zero.

secondaries
Based on the best-case scenario, secondary particles are included with the background
class.

missing, unmatched, secondary
Here, the three mentioned reconstruction effects are included. B-decays including
duplicates are not included here. This inflates the distribution greatly with up to 17
leaves. The most dense region of the dataset is at a depth of three with 5 leaves, so
shifted from the true distribution. This shows how challenging this task of predicting
the particle decay trees is.

realistic case
The realistic-case scenario describes the distribution that is expected when looking
at data, so all four reconstruction effects are included. Compared to the previous
dataset, this now gets inflated even further.

7.1.2. Single Decay Evaluation

Each of the single decay datasets shown in Figure 7.2 is used to train a model with the same
hyperparameters and input features for a fair comparison between them. The performance
on the validation set is shown in Figure 7.3 on the left. The accuracy is shown at the top
and the perfect LCAG is shown at the bottom. Table 7.1 shows the results. The best-case
scenario achieves an accuracy and perfect LCAG score of 99.6%, showing that the network
is robust including the resolution effects. The model is also able to adapt to each individual
reconstruction effect as the predictive capacity is over 99% for the perfect LCAG, when
only including one of the detector effects consisting of missing, secondary, unmatched or
duplicates.

Most importantly, the model is able to reconstruct decays including missing particles as
stated in the previous Section 7.1.1. Although the primary LCAG matrix is incomplete,
the model is able to predict nearly every LCAG matrix of the validation dataset correctly.
This means the model is robust against missing particles and the training learns to predict
LCAG matrices even with missing kinematic information.

The model is also able to correctly separate unmatched (secondary) particles from the
primary LCAG matrix for 99.3% (99.5%) of decays in the validation dataset.

The performance drops when looking at decays where particles are missing and the two
background effects of unmatched and secondary particles are included (Table 7.1). Although
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Figure 7.2.: The distributions for the Training LCAG matrices are shown with the different
reconstruction effects, calculated on 20 000 samples in each case. For the best-
case scenario, all FSPs were reconstructed and no additional reconstruction
effects were included, the realistic case is where every effect is included.

Table 7.1.: The accuracy and perfect LCAG of the model of Figure 7.3 (left) evaluated on
the validation set for the datasets defined in Section 7.1.1 for each effect of the
experimental setup. The performance drops when including all these effects.

perfect
LCAG
(%)

Accuracy
(%)

best-case 99.6 99.8
duplicates 99.3 99.7
missing 99.3 99.7
unmatched 99.3 99.8
secondary 99.5 99.8
missing, unmatched, secondary 90.8 98.5
realistic-case 84.5 97.4

the accuracy is still at 98.5% in this case, the predictive capacity drops to 90.8%, which is
9% less compared to the other trainings. This shows that a very high accuracy is needed
for the network to predict particle decays, and also shows that the accuracy is an imperfect
measure of the network’s performance. Looking at the distribution in Figure 7.2 shows that
this case is more demanding than the previous ones.

Additionally, including duplicates for the realistic case causes the predictive capacity of the
model to drop to 84.5%. The confusion matrix for this realistic-case training is shown in
Figure 7.4 for the test dataset. The confusion matrix shows the distribution of the classes.
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Figure 7.3.: Training on a single decay B0 → D∗−(→ D0(→ K+π−)π−)π+, comparison
between smearing. The training was done on 20 000 samples each. Top shows
the accuracy and the bottom shows the perfect LCAG. Left shows the validation
performance on the datasets in section 7.1.1. Next to the best-case and realistic
scenario, for each reconstruction effect a single training is done. On the right
the validation of the training excluding each of these reconstruction effects is
shown. This is to compare and evaluate the performance of these reconstruction
effects as an ablation study.

Table 7.2.: Ablation study for the realistic-case scenario evaluated on perfect LCAG and
Accuracy. Starting from the realistic case, for each training one effect of the
experimental setup is excluded to evaluate the importance of this effect on the
model performance.

perfect
LCAG
(%)

Accuracy
(%)

best-case 99.6 99.8
excluding duplicates 90.8 98.5
excluding missing 93.9 98.9
excluding unmatched 89.6 96.9
excluding secondary 93.2 98.4
realistic-case 84.5 97.4
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Figure 7.4.: Confusion matrix for the realistic case training of the decay
B0 → D∗−(→ D0(→ K+π−)π−)π+. The labels one to three describe the
edge labels for the primary LCAG matrix. The dominating class label is the
background class of zero describing particles not belonging to the true B-decay.

The background class dominates the other classes. For the primary LCAG matrices, which
consists of the true LCAG matrices, only 2.7% get falsely predicted. In comparison, the
training LCAG matrices are 15.5% falsely predicted. The largest contributor to the loss of
accuracy is the falsely predicted unconnected particle pairs. An unconnected particle pair
is an edge where at least one of the particles is a background particle. As the background
particles (unmatched and secondary) do not belong to the true particle decay, their edges
are assigned a class label of zero. 71.1% of the false particle-pair predictions occur when an
unconnected-edge gets assigned to the decay, as shown in the first row of Figure 7.4.

The primary particle-edges that get falsely predicted are falsely assigned to the background
class, making up 25.3% of total false particle-pair predictions.

This shows that it is more difficult for the model to adapt to these background particles and
correctly predict their respective edges. The background particles are additional particles
occurring by primary particles interacting with the detector or beam background. Therefore
they are harder to distinguish, as they do not belong to the original B-decay.

On the right of Figure 7.3 the results of the trainings excluding the respective reconstruc-
tion level are shown. Comparing these trainings results in Table 7.2, the impact of the
reconstruction effects can be determined in this ablation study. For this, models are trained
where, starting from the realistic case, each reconstruction effect is excluded for duplicates,
missing, unmatched, and secondary particles. The perfect LCAG score for the realistic case
is 84.5%. The smallest improvement is for unmatched particles, where the perfect LCAG
score only improves by 5.1 percentage points. The model is therefore able to compensate
for unmatched particles the easiest. Next are duplicate particles with 6.3 percentage points;
although to note that the number of events including duplicates is higher regarding the full
phasespace of generic B-decays (Section 7.1.1). Missing and Secondary particles are equally
hard for the model to predict. These are both the reconstruction effects that correlate with
the B-decay. Secondaries appear when primary particles interact with the detector. Missing
particles result in an imperfect LCAG matrix.

54



7.2. Training on Mix of Selected Decays

Figure 7.3 also shows again that the accuracy is an imperfect measurement. The model
trained on excluding unmatched achieves an accuracy of only 96.9% compared to the
realistic-case model with 97.4%. Nevertheless, the perfect LCAG score is 5.1 percentage
points higher for the model excluding unmatched.

Nevertheless, this first study on the simple decay shows that the model is able to correctly
predict 85.4% of decays for the realistic case. It gives insight to the behaviour of the model
for the reconstruction levels and verifies this approach.

7.2. Training on Mix of Selected Decays
The results in the previous section show that the model is able to predict LCAG matrices
correctly for samples including all reconstruction effects described in Section 6.2. I therefore
extend the study to show that the model is able to learn and predict different decays with
varying FSPs and decay multiplicities. I train both on the best-case scenario and the
realistic-case scenario. As in Section 7.1, the training on the best-case scenario verifies
that the model is able to correctly predict decays if the feature resolution is smeared.
The training on realistic-case scenario shows the behaviour of the model including the
reconstruction effects of Section 6.2.

7.2.1. Mix of Selected Decays Dataset

Six distinct hadronic B0-decays are chosen. They are decays selected out of decay channels
the FEI is trained on. I selected decay channels with a high branching fraction to secure
sufficient training samples for the least preprocessing expense. The decay channels are
described in Table 7.3 including the motivation behind choosing the respective decay. This
section focuses on hadronic decays; studies and results on selected semileptonic decay
channels are shown in Appendix B.

The size of each of the decays is chosen according to the expected branching ratio, therefore
the sample size per decay varies. This is to match the expected physics as the goal is to
learn by example of the full MC simulated data coverage.

The decays selected from of 50 million Υ(4S) → B0B0-events This results in 13 036 samples
for training and 4398 for testing and validation for the best-case scenario. For the realistic
scenario, there are 93 131 training samples and 31 390 samples for validation and testing.
The percentage of each decay to the full dataset is shown in Table 7.4. Compared to the
simple decay in Section 7.1.1, each reconstruction effect has a higher contribution for the
realistic-case. Here I include events with photons. They are reconstructed by the ECL and
are more often missing particles, as their energy can be lower than the selection criteria
require. Furthermore, more secondary particles are selected and they occur in more decays.
This is expected, as there are now more primary FSPs on average that can interact with
the detector. Therefore, the reconstruction is expected to perform worse on these more
complicated decays.

7.2.2. Training Evaluation

A combined training was performed on the mix of the selected decays for the best-case
scenario as well as the realistic scenario. The results are shown in Table 7.4 for the test
dataset.
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Table 7.3.: Selected FEI channels for hadronic B0-meson decays. Every π0 decays into two
photons as shown in the second decay. All decay channels have a high branching
fraction in the MC files, enabling high statistics.

Decay channel

F
SP

s

D
ep

th

Motivation

B0 → D−(→ K+π−π−)π+ 4 2 simple decay, one 2-body decay
followed by one 3-body decay

B0 → D−(→ K0
S(→ π+π−)π−π0(→ γγ))π+ 6 3 similar to above, particles in

the 3-body decay decay fur-
ther, includes photons

B0 → D−(→ K+π−π−)π+π+π− 6 2 same number of FSPs as the
decay above, shallower decay
tree

B0 → D0(→ K+π−π0)π+π− 6 3 different decay topology as the
second decay for the same num-
ber of FPSs and depth of the
tree

B0 → D∗−(→ D0(→ K+π−π0)π−)π+ 6 4 cascading decay with low num-
ber of FSPs and high depth

B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0 10 4 high number of FSPs, compli-
cated tree structure

Best-Case

The best-case scenario achieved a perfect LCAG rate for all combined decays of 76.8%.
Three of the decays achieve a perfect LCAG score of over 90%.

Furthermore, the model is also able to learn to differentiate between the two decays with the
same depth and number of FSPs but different decay topologies. For the most complicated
decay B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0 with ten FSPs and a depth of four,
the predictive capacity is only 26.7%. Training this decay individually achieves a perfect
LCAG score of 41.3% in comparison. This is also observed in Section 5.1, where the model
is learning to predict easier decays first. Training individually has a higher performance for
complicated decays as when combined with easier decays.

The model is able to predict a valid tree for 96.8% of the best-case dataset. This leads to a
high purity of 78.0% for all decays. This example shows that the network is able to predict
decay structures of different sizes of FSPs.

Realistic-Case

For the realistic case, the overall perfect LCAG score drops to 12.5%. Figure 7.5 shows the
distributions of the dataset and the metrics. For the full dataset the accuracy is at 70%. The
distribution shows that the perfect LCAG is higher for the decays with an easier structure.
Easier decays are decays with a smaller depth and fewer leaves. The more complicated
the decays get, the worse the perfect LCAG score gets. This is independent of the dataset
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Table 7.4.: Results of the training on the combined data set consisting of the decays defined
in table 7.3, as well as the evaluation on each individual decay channel used. On
the top is the best case scenario where all final state particles are reconstructed
and no additional particles are included, realistic case is further down including
unmatched and secondary particles as well as events with missing particles.

Decays Size perfect
LCAG

accuracy valid-tree
efficiency

(%) (%) (%) (%)
Full Dataset 100 76.8 91.0 96.8

be
st

ca
se

B0 → D−(→ K+π−π−)π+ 30.3 95.4 97.2 98.8
B0 → D−(→ K0

S(→ π+π−)π−π0(→ γγ))π+ 8.7 93.3 98.4 99.0
B0 → D−(→ K+π−π−)π+π+π− 15.0 70.0 93.0 95.3
B0 → D0(→ K+π−π0)π+π− 9.1 74.0 91.9 97.5
B0 → D∗−(→ D0(→ K+π−π0)π−)π+ 19.4 92.1 97.6 96.6
B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0 17.5 26.7 84.9 93.5
Full Dataset 100 12.5 70.0 55.9

re
al

is
ti

c
ca

se

B0 → D−(→ K+π−π−)π+ 8.4 61.9 88.2 88.2
B0 → D−(→ K0

S(→ π+π−)π−π0(→ γγ))π+ 4.8 27.6 77.8 75.4
B0 → D−(→ K+π−π−)π+π+π− 7.4 28.8 80.1 71.6
B0 → D0(→ K+π−π0)π+π− 4.4 15.5 69.0 74.8
B0 → D∗−(→ D0(→ K+π−π0)π−)π+ 10.7 25.1 77.3 72.9
B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0 64.3 1.5 67.9 45.3

distribution. For example, 64.3% of the dataset consists of the most complicated decay
B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0. The perfect LCAG score for this decay is
nevertheless only 1.5%. This is also shown for the distribution of the accuracy. The easier
decays have a higher accuracy. For the realistic case, the model predicts a valid tree for over
half of the decays, resulting in a purity of 22.4%. The valid-tree efficiency is also biased
towards easier LCAS matrices.

At this point, I showed that the model is able to correctly predict LCAG matrices for the
best-case scenario for a mix of decays. But it struggles with more complicated decays and
including the reconstruction effects.
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Figure 7.5.: Evaluation on the test dataset for the mix of selected decays. The distribution
is divided by the number of leaves (FSPs) and depth of the training LCAG
matrix (max generation in the training LCA matrix). The distribution is shown
for the dataset distribution and the valid-tree efficiency, accuracy and perfect
LCAG metrics.
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7.3. Update Particle selections
To summarize the previous studies, the graFEI approach can be applied to large phasespaces
Section 5.1. In section 7.1 I show, that the model is able to learn to predict decay tree
structures including resolution and reconstruction effects. The model achieves a high perfect
LCAG score for each individual reconstruction effect. When adding all these effects at
once in the realistic case, the performance of the model drops. This is also observed in
section 7.2, where also the limitations of this approach is shown: the model is learning to
predict the easier decay.

I performed additional trainings on a transformer model [47] (Section 3.3) to create a
baseline. For this, I started with the best-case scenario and added decays including missing
particles. The perfect LCAG of the NRI model (Section 4.2) achieved a score of 43.2%
compared to the 31.8% of the transformer model. This validates the use of the NRI model
as the current best model for this task.

Therefore I first improve the FSPs selection. Section 7.1 shows that missing particles and
secondary particles had the most impact on the results for this simple decay. The trainings
on Section 7.2 confirms this for the realistic case. Compared to the best-case scenario, the
performance drops by 60 percentage points. Using the dataset of Section 7.2.1 also shows
that adding duplicates nearly halves the performance of the model. The perfect LCAG
drops from 22.3% to 12.5%. The goal is to improve the selections so that fewer background
particles are included. Furthermore, fewer events should contain duplicate particles, while
not losing primary particles with these new selections. To confirm that the FSPs selection
improves the training I show a comparison to the previous results.

7.3.1. Investigate Final State Particles

The new versus previous selection criteria are shown in Table 7.5. To ensure that the
selected FSPs belong to the B-decay, an additional requirement is added regarding the
interaction. For charged particles, the transverse distance of the particle track with respect
to the interaction point dr has to be less than 0.5 cm. Furthermore, the absolute distance
on the z-axis of the track to the interaction point dz has to be less than 2 cm. This improves
the selection for all primary charged particles from 86% to 96%. The number of unmatched
and secondary particles is reduced to 3% from 14%.

The only exception is K0
S with a relatively long lifetime of 10 · 10−10 s, which results in a

secondary decay vertex. The largest hadronic branching fraction of K0
S is K0

S → π−π+ at
69.2% [13], which includes two charged particles. K0

S could therefore be removed by the
vertex selections, although they do belong to the original B-decay. It would be possible to
account for them by adding K0

S as additional FSPs, and then excluding them from these
selection criteria. This is out of the scope of this work but warrants further investigation.

Although the selection for nCDChits to be larger than 20 hits improves the identification
rate for FSPs, it also removes a lot of true FSPs with low energy. Only 30% of the particles
with less than 20 hits in the CDC are correctly identified. But the previous studies in
Section 7.1 show that having a lot of missing particles affects the prediction capacity greatly.
Therefore, this selection is removed to evaluate if the model is able to compensate for this
misidentification with the PID input variables defined in Section 6.3.
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Table 7.5.: List of the final state particles and the corresponding selections, with the first
selection and the updated selection on the right.

previous selection criteria new selection criteria
charged particles
e±, µ±, π±,K±, p

17° < θ < 150° 17° < θ < 150°

nCDChits > 20
dr < 0.5 cm
|dz| < 2 cm

photons γ 17° < θ < 150° 17° < θ < 150°
∆tECL < 1 · 106 ns ∆tECL < 1 · 106 ns
E1
E9

> 0.4 or E > 0.075 E1
E9

> 0.4 or E > 0.075
Cluster forward/barrel E >
50MeV, backward E >
75MeV

Cluster forward/barrel E >
50MeV, backward E >
75MeV
|tECL| <200 ns∣∣dECL,T

∣∣ > 40 or E > 0.4GeV
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Figure 7.6.: Energy distribution for reconstructed final state particles with previous selec-
tion criteria (left) and updated selection criteria (right). Charged particles
misidentify only as other charged particles.

Investigating the duplicates reveals that 40% of the duplicates are charged particles that
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get additionally reconstructed as a photon. Other duplicates are charged particles that get
reconstructed additional times but with different directions of the four-momenta. Therefore
there are two additional selections applied when selecting photons.

The distance between the ECL cluster and nearest track
∣∣dECL,T

∣∣ should be at least 40 cm or
the deposited energy E should be greater than 0.4GeV. To remove photons not belonging
to the event an additional selection is applied, by requiring that the cluster timing |tECL| is
less than 200 ns. If calculated correctly, |tECL| should be zero. This ensures that charged
particles are not additionally reconstructed as photons.

A comparison of the FSPs for the updated selections is shown here Figure 7.6 for their
respective energy distribution. Comparing the previous selections on the left with the
resulting ones on the right show that the photon selections removed a large portion of
secondary and unmatched particles as well as nearly all duplicate photons. For the charged
particles, overall, more misidentified particles are included for lower energies, but since these
are also true FSPs, the performance could improve. There are also fewer secondary and
unmatched particles. The updated numbers are shown in Table 7.6. Overall the number
of unmatched particles get reduced from 3 in 92% of decays to 1.7 and only occur in 60%
of events. Secondary particles also are reduced, for hadronic decays they only occur in
half of the events with an average of 0.97 secondary particles compared to the previous
1.9. Duplicates are only in 7% of hadronic decays compared to the 30% before. Despite
reducing these background effects, the number of missing particles went up by 1% from
4.12 to 4.18 particles. B-decays were all FSPs where reconstructed correctly went up from
1.6% to 2.3% for hadronic decays.

Table 7.6.: The particle distribution for the generic B-decays calculated on 200,000 events,
expecting 400,000 B-decays, including the updated selection criteria defined in
Table 7.5

hadronic semileptonic
Number of B-Decays 200785 186552
Skipped B-Decays (<2 primaries) 202 721
Average FSPs (min/max) 8.94 (2, 26) 6.78 (2, 25)
Average reconstructed FSPs (min/max) 8.87 (2, 26) 6.71 (2, 25)
Avg LCA len. (min/max) 13.05 (2, 35) 9.79 (2, 33)
B-Decays with secondary FSPs 105475 (52.53%) 71503 (38.33%)
Avg secondaries (min/max) 0.97 (0, 12) 0.62 (0, 15)
B-Decays with duplicate FSPs 14002 (6.97%) 13251 (7.1%)
Avg duplicate FSPs (min/max) 0.07 (0, 5) 0.08 (0, 4)
B-Decays with duplicate and secondary FSPs 112405 (55.98%) 79792 (42.77%)
B-Decays with missing FSPs 195889 (97.56%) 172969 (92.72%)
Avg missing FSPs (min/max) 4.18 (0, 18) 3.08 (0, 19)
B-Decays with perfectly reconstructed FSPs 4566 (2.27%) 12634 (6.77%)
Events with unmatched FSPs 115844 (59.82%)
Average unmatched (min/max) 1.7 (1, 12)
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7. Studies on Belle II Simulated Data

7.3.2. Comparison on Performance

Using these new selections, I repeat the previous studies to compare the performance with
the updated datasets. I use the same model hyperparameter configuration for these repeated
trainings. The first results are on the single decay training of Section 7.1. The performance
on the validation set improved by 7 percentage points to 93.1% total for perfect LCAG.

Regarding the mix of hadronic decays, I used the same 50 million Υ(4S) → B0B0 events
for the training, validation and test datasets. The perfect LCAG score doubled with these
new, updated selections, as shown in Table 7.7. The model trained on samples using the
updated selections is able to predict 14.9% of decay trees correctly for the most complicated
decay B0 → D∗−(→ D0(→ K+π−π0)π−)π+π+π−π0 in contrast to the previous result of
1.5%. As expected for the decay including the K0

S, the number of missing particles for this
specific decay went up with on average 1.29 missing particles per decay to 2.02 average
missing particles. Nevertheless, the model is able to predict 61.7% of decay trees correctly.
This is an overall improvement despite having more missing particles.

Furthermore, I explored the impact of the class weights on the performance. For both
trainings, including class weights impaired the predictive capacity of the model. This
occurs despite the background class of zero dominating the edges for the previous selections
(Section 7.1.2). In Table 7.7 the primary scores are shown for the trainings in parentheses.
These are calculated ignoring the background classes and only regard the original decay tree.
For the previous selections the primary perfect LCAG score improved 1.0 percentage point
by adding class weights, but the overall perfect LCAG score worsened by 6.7 percentage
points. For the updated results the (primary) perfect LCAG improved 4.4 (4.8) percentage
points, when not including the class weights. The purity also improves when removing the
class weights. The number of decays that the model predicts a valid tree for increases less
than the number of decays where the tree is predicted correctly. For both selections, the
purity without class weights is around 43%, although it is slightly better for the previous
selections. This impact on the purity is not large enough to compensate for the overall
improvement regarding the perfect LCAG with these updated selections. For the training
on the full MC simulated samples class weights, I am therefore no longer including class
weights to improve the performance of the model. The promising results of this section
warrant the proceeding of this method to the full generic Belle II simulated datasets in
Chapter 8.
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7.3. Update Particle selections

0 25 50 75 100 125 150 175 200
Epochs

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.00

A
cc

ur
ac

y

best case scenario : all FSP example B0 decay

including secondaries

including unmatched

including duplicates

including missing

including unmatched, missing, secondary

realistic scenario: including missing, unmatched, secondary, duplicates

0 25 50 75 100 125 150 175 200
Epochs

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.00

A
cc

ur
ac

y

best case scenario : all FSP example B0 decay

including secondaries

including unmatched

including duplicates

including missing

including unmatched, missing, secondary

realistic scenario: including missing, unmatched, secondary, duplicates

0 25 50 75 100 125 150 175 200

Epochs

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

p
er

fe
ct

L
C

A

best case scenario : all FSP example B0 decay

including secondaries

including unmatched

including duplicates

including missing

including unmatched, missing, secondary

realistic scenario: including missing, unmatched, secondary, duplicates

0 25 50 75 100 125 150 175 200

Epochs

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

p
er

fe
ct

L
C

A

best case scenario : all FSP example B0 decay

including secondaries

including unmatched

including duplicates

including missing

including unmatched, missing, secondary

realistic scenario: including missing, unmatched, secondary, duplicates

Figure 7.7.: Updated single decay, old cuts on the left and new cuts on the right

Table 7.7.: Results on the mix of hardonic decays for the best case, missing and realistic
scenario with and without class weights added. On the left are the results on the
dataset with the previously used selection criteria, on the right on the dataset
with the new ones.

previous selections updated selections
perfect
(primary)
LCA(G)
(%)

accuracy
(primary)
(%)

valid-tree
efficiency
(%)

perfect
(primary)
LCA(G)
(%)

accuracy
(primary)
(%)

valid-tree
efficiency
(%)

best case 76.7 91.0 97.3 72.4 90.8 96.5
incl miss-
ing

37.7 82.2 88.5 43.1 85.3 90.5

realistic
case

12.5
(27.2)

70.0
(73.7)

55.9 25.6
(32.7)

74.7
(77.5)

66.5

realistic
w/o CW

19.2
(26.3)

79.9
(71.0)

44.2 30.0
(37.5)

78.7
(81.2)

70.8
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8. B-Decay Reconstruction on Full
Simulated Belle II Dataset using graFEI

Using the training strategies developed in the previous chapters, I extend the training to
the full generic hadronic simulated B0-decay dataset. These trainings are performed to
explore whether the LCA representations can be applied as a machine learning training
target on datasets covering the large number of decay channels at the Belle II experiment.
The goal is for the model to learn the LCA representation and correctly predict it for single
hadronic B0-decays. Applying such a method to a physics analysis would first require the
reconstruction of the signal-side B-meson. Predicting the LCA matrix with the remaining
particles in the event then allows for the reconstruction of the tag-side B-meson to constrain
the signal-side B-meson. I evaluate the trained models on Υ(4S) → B0B0 events, where
one of the B0-mesons decays in two neutrinos B0 → νν . As neutrinos pass the detector
undetected, every event consists of detected particles originating from the tag-side B-decay.
This provides an unmodified monogeneric dataset to test this approach. Furthermore, I
study the two representations for the LCA matrix described in Section 4.1, namely the
generational approach (LCAG) and the staged approach similar to the FEI (LCAS).

Section 8.1 focuses on the training of the models. First, I investigate the nominal best-case
reconstruction scenario. This consists of B-decays with only primary FSPs, excluding
background particles such as unmatched and secondary particles and events with duplicates.
This provides a controlled environment to study the dependence of the model on the
number of possible decay channels and the uneven distribution of training samples per
decay channel. Next, I study the performance of the model on the realistic reconstruction
scenario, including all the aforementioned reconstruction effects (Section 6.2).

The trained models of the realistic scenario are applied to the full test dataset including
semileptonic B0-decays in Section 8.2. The semileptonic B0-decays are unknown decay-tree
structures. The model was never exposed to these decay-tree structures, neither in training
nor validation processes. This is to investigate how the model handles unknown LCA matrix
structures that follow the same physical laws and whether the model is able to adapt to
these decays. I then evaluate the beam-constrained mass on hadronic B0-decays predicted
by the model.

In Section 8.3 I compare the graFEI approach with the current reconstruction algorithm,
FEI, on the same test dataset, using the metrics established in Section 4.3.
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8. B-Decay Reconstruction on Full Simulated Belle II Dataset using graFEI

Finally, I evaluate the model on generic Υ(4S) → B0B0 events in Section 8.4, in order to
gain an insight into the predictions of the model on double-generic background events.

8.1. Training graFEI on Hadronic B-Decays

8.1.1. Nominal Best-Case Scenario

At first, I trained a model for each LCA matrix representation defined in Section 4.1 on the
hadronic nominal best-case scenario. These representations are the FEI-inspired stage-wise
LCAS representation and the LCAG generational approach. The sample size for this
training is 1.8 million samples for training and 400 thousand samples for validation. The
best-case scenario consists of decays where all FSPs are reconstructed, excluding duplicates.
Unmatched and secondary background particles are ignored when building the training LCA
matrix. The number of different decay topologies for the Belle II dataset is three orders
of magnitude larger than in the previous phasespace dataset. Furthermore, the numbers
of training samples per topology vary, as shown in Chapter 7. Therefore, this is expected
to be a more challenging training dataset than the phasespace dataset in Section 5.1 for
the model to learn. The Optuna hyperparameter search for the nominal best-case scenario
in Appendix A confirmed the results of Section 5.3; the perfect LCA score increases with
larger NRI forward layer widths. Therefore both the LCAS-model and LCAG-model are
trained with the exact same set of hyperparameters. Due to hardware constraints, the size
of NRI feedforward layer widths is restricted to 512. The same training dataset and input
features are used to compare the two representations. The test dataset for the best-case
scenario consists of 170 thousand hadronic B-decay samples.

LCAG Generational View

Training with the LCAG representation achieves an overall perfect LCAG score of 22.1%
on the validation set and 21.6% on the test dataset, which can be attributed to statistical
fluctuation due to the smaller size of samples. The total accuracy is 60.4% (61.0%) on
the test (validation) dataset. Training the LCAG-model with the new selections discussed
in Section 7.3 improved the training from 11.4% to 22.1% on the validation set, thereby
doubling the predictive capacity.

The model is predicting a valid tree for 62.5% of samples, which results in a purity of
34.56%. Figure 8.1 shows the distributions of these metrics. As in the previous studies, the
model learns to predict the simple decays as seen from the perfect LCAG and accuracy
distribution. The model is able to correctly predict 50% of decay tree structures up until
six leaves. For more than 14 FSPs the model is no longer able to correctly predict any tree
structures. Note that the FEI combines at most 14 FSPs to reconstruct a B-meson.

LCAS Stage View

The LCAS representation uses the FEI stages to encode the LCA matrix. Since the particles
are divided into groups, this is a very different approach to the LCAG matrix. As with the
FEI, resonances are skipped, resulting in some missing information about the decay tree.
Compared to the LCAG matrix, it is potentially more difficult to identify missing particles
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8.1. Training graFEI on Hadronic B-Decays

2 4 6 8 10 12 14 16 18 20 22
1
2
3
4
5
6
7
8
9

de
pt

h

208 41 253 19 53 3 nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

nan 763 4197 908 6457 796 4623 324 1146 75 167 13 12 1 2 nan nan nan nan nan nan nan

nan nan 105312521414635121998034381328017355508 608 1628 154 401 39 60 3 10 nan nan nan

nan nan nan 324 28142266159384909154253221686712712239 414 616 74 151 20 19 3 4 nan

nan nan nan nan 365 421 3398224259962767422316221639 548 526 135 115 22 27 5 5 1

nan nan nan nan nan 13 171 181 1043 484 1048 434 512 220 169 77 49 21 14 4 2 nan

nan nan nan nan nan nan nan 5 13 33 33 46 42 33 19 25 7 8 4 3 nan nan

nan nan nan nan nan nan nan nan nan 1 nan 1 3 2 2 2 nan nan 1 nan nan nan

nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

dataset distribution: hadronic decays

2 4 6 8 10 12 14 16 18 20 22
1
2
3
4
5
6
7
8
9

de
pt

h

1.00 0.80 0.87 0.63 0.81 1.00 nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

nan 0.99 0.96 0.85 0.81 0.57 0.67 0.52 0.72 0.48 0.69 0.54 0.50 0.0 0.50 nan nan nan nan nan nan nan

nan nan 0.91 0.81 0.82 0.69 0.72 0.56 0.71 0.46 0.65 0.36 0.56 0.37 0.49 0.36 0.37 0.67 0.30 nan nan nan

nan nan nan 0.64 0.76 0.56 0.69 0.48 0.61 0.36 0.51 0.29 0.45 0.34 0.40 0.38 0.38 0.45 0.37 0.33 0.0 nan

nan nan nan nan 0.65 0.53 0.53 0.45 0.45 0.31 0.38 0.24 0.34 0.24 0.24 0.30 0.32 0.18 0.26 0.40 0.40 0.0

nan nan nan nan nan 0.15 0.49 0.33 0.41 0.24 0.31 0.21 0.25 0.16 0.29 0.17 0.20 0.14 0.29 0.0 0.0 nan

nan nan nan nan nan nan nan 0.20 0.15 0.15 0.15 0.20 0.10 0.21 0.21 0.16 0.0 0.25 0.0 0.33 nan nan

nan nan nan nan nan nan nan nan nan 0.0 nan 0.0 0.0 0.0 0.0 1.00 nan nan 0.0 nan nan nan

nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

valid tree efficiency distribution: 0.625

2 4 6 8 10 12 14 16 18 20 22
1
2
3
4
5
6
7
8
9

de
pt

h

1.00 0.74 0.58 0.27 0.14 0.05 nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

nan 0.98 0.93 0.81 0.78 0.57 0.58 0.26 0.28 0.14 0.15 0.13 0.04 0.03 0.06 nan nan nan nan nan nan nan

nan nan 0.88 0.78 0.84 0.76 0.77 0.66 0.73 0.60 0.69 0.54 0.62 0.53 0.56 0.38 0.35 0.03 0.30 nan nan nan

nan nan nan 0.80 0.73 0.64 0.74 0.62 0.67 0.52 0.53 0.46 0.48 0.42 0.47 0.44 0.46 0.49 0.22 0.21 0.15 nan

nan nan nan nan 0.56 0.56 0.57 0.59 0.52 0.53 0.48 0.43 0.40 0.36 0.35 0.35 0.35 0.27 0.31 0.12 0.35 0.11

nan nan nan nan nan 0.33 0.54 0.35 0.49 0.35 0.39 0.33 0.30 0.30 0.25 0.29 0.30 0.26 0.26 0.23 0.09 nan

nan nan nan nan nan nan nan 0.19 0.19 0.24 0.29 0.18 0.17 0.17 0.13 0.13 0.10 0.19 0.15 0.27 nan nan

nan nan nan nan nan nan nan nan nan 0.13 nan 0.08 0.12 0.17 0.09 0.15 nan nan 0.14 nan nan nan

nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

accuracy distribution: 0.604

2 4 6 8 10 12 14 16 18 20 22
leaves

1
2
3
4
5
6
7
8
9

de
pt

h

1.00 0.51 0.37 0.0 0.0 0.0 nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

nan 0.96 0.79 0.45 0.39 0.11 0.11 0.01 0.01 0.0 0.0 0.0 0.0 0.0 0.0 nan nan nan nan nan nan nan

nan nan 0.73 0.52 0.55 0.28 0.25 0.06 0.07 0.01 0.01 0.00 0.00 0.0 0.0 0.0 0.0 0.0 0.0 nan nan nan

nan nan nan 0.44 0.45 0.27 0.34 0.12 0.17 0.03 0.02 0.01 0.00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 nan

nan nan nan nan 0.27 0.17 0.18 0.17 0.09 0.05 0.02 0.00 0.00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

nan nan nan nan nan 0.0 0.10 0.05 0.11 0.01 0.02 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 nan

nan nan nan nan nan nan nan 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 nan nan

nan nan nan nan nan nan nan nan nan 0.0 nan 0.0 0.0 0.0 0.0 0.0 nan nan 0.0 nan nan nan

nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan nan

perfect LCA distribution: 0.216

2500

5000

7500

10000

12500

15000

17500

nu
m

be
r o

f s
am

pl
es

0.0

0.2

0.4

0.6

0.8

1.0

av
er

ag
e 

m
et

ric
 sc

or
e

Figure 8.1.: Evaluation of the generic hadronic B-decay trained model on the test dataset,
for the best-case scenario only including the full set of selected primary FSPs.
From top to bottom are the dataset distribution, efficiency, accuracy, and
perfect LCAG score split by the number of leaves and depth of the decay tree.
The metric titles include the average metric value on the whole test dataset.
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8. B-Decay Reconstruction on Full Simulated Belle II Dataset using graFEI

in the LCA matrix. The advantage, however, is that the classes are directly correlated with
the intermediate particles, allowing analysts to include requirements on the masses of the
intermediate particles to improve the analysis.

The nominal best-case includes only events where all primary FSPs were reconstructed. For
the LCAS representation, the distribution here is only ranked according to the number of
leaves in Figure 8.2, as the depth is always fixed to five due to the LCAS matrix stages in the
best-case. The perfect LCAS score is 48.7%1 on the test dataset compared to the 51.1% on
the validation dataset, showing slight overtraining. Compared to the LCAG matrix, using
the LCAS matrix as a representation improves the performance of the model by a factor of
2.25. This is consistent with the discussion in chapter 4, where it was stated Chapter 4
that the more classes there are, the harder the prediction is. The LCAS representation is
using five classes instead of the maximum of eight used by the LCAG representation.

The model predicts a valid tree for 93.6% of the dataset, with a purity of 52% of these trees
being correctly predicted. The purity therefore improved compared to the LCAG-model,
but the model is also predicting a valid tree for nearly every sample in the test dataset.

Again, the model is learning to predict the easier decays with fewer FSPs. Another
observation is that the model is learning to predict even numbers of FSPs better than
uneven ones for FSPs between 5 and 22. Decays with an uneven number of FSPs include
photons, as the charge has to add up to zero for B0-mesons. Photon features have limited
information, as only the undirected ECL cluster information of the detector (Section 2.3)
is available. This complicates the model learning by conservation laws and could explain
the worse performance for decays with an uneven number of FSPs for less than ten FSPs.
For more than ten FSPs, the average number of primary photons in the event increases
mainly linearly. Here, the higher contribution of decays with an even number of FSPs to
the dataset could explain the better performance. Furthermore, the model is not predicting
LCAS matrices with more than 20 FSPs. Even though only 1% of decays with 15 to 20
FSPs are correctly predicted, this is still 6 FSPs more than the LCAG-model or FEI are
able to reconstruct.

8.1.2. Realistic Scenario

With these promising results on the best-case scenario trainings, the training is extended to
the realistic scenario. To compare the results with the generic FEI (Section 2.5), I train the
graFEI models on the same set of monogeneric hadronic B0-decays. The training targets
are defined as the ones in Section 6.2 and include decays with missing particles, as well as
unmatched and secondaries.

The final training on the realistic hadronic simulated samples is carried out on HoreKA,
on a node using two Intel Xeon Platinum 8368 CPUs, 512 GB of RAM to load the whole
dataset, and four NVIDIA-A100 40GB to train. With 37 million hadronic B0-decay training
samples and 10 million validation samples, this training is time and memory consuming. A
full epoch with the full dataset takes close to five hours to evaluate the training process.
Therefore the training is updated step-wise on subsets of the full dataset. Each training

1The new selections also improved the training by 25 percentage points total, doubling the predictive
capacity.
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8.1. Training graFEI on Hadronic B-Decays
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Figure 8.2.: Evaluation of the best-case hadronic trained model on the hadronic test dataset,
showing the dataset distribution at the top and the efficiency, accuracy, and
perfect LCAS score split by the number of leaves. The metric titles include the
average metric value on the whole test dataset.

step consists of 30 000 batches with 128 samples per batch, which takes around 35 minutes.
The model converges after 100 epochs, resulting in 58 hours total training time on HoreKA.
For comparison, the FEI is trained on 113 million Υ(4S) → BB events. Previous studies on
the phasespace dataset (Chapter 5) showed that more data improved the perfect LCAG
score of the model. This is also the case for the best-case scenario, for the LCAG-model:
the predictive capacity for the model improved from 9.7% when trained on 300 thousand
training samples to 21.6% when trained on a dataset with 6 times the sample size in
Section 8.1.1. Therefore training on larger numbers of samples would likely improve the
following results even further.

These models are evaluated on a subset of 1 million hadronic B0-decays in this section.

LCAG Generational View

The perfect LCAG score on decays of the hadronic test dataset is 1.8% with a purity of
6.1%. The model is mostly predicting easier decay trees as shown in Figure 8.3. This
could also be because these decays are more likely to provide a distinct kinematic pattern.
Especially compared to the background particles, for easier decays high energy primary
particles are expected, making it easier to distinguish these decays. 1% of the decays in
the most dense region of the dataset are predicted correctly (depth of four with eighth to
twelve leaves), showing the limitations of this approach.

Previous trainings showed, that the perfect LCAG score decreased for the more complicated
decays when combined with easier decays, compared to training with similarly complex
decay trees. To improve the perfect LCAG score for the more complex decays, one could
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Figure 8.3.: Evaluation of the monogeneric hadronic trained LCAG-model on the test
dataset, for the realistic case. From top to bottom are the dataset distribution,
efficiency, accuracy, and perfect LCAG score split by the number of leaves and
depth of the decay tree.

limit the dataset to the most dense region described above. Furthermore limiting the dataset
to a maximum number of FSPs as the FEI does, could also improve the overall perfect LCAG
score and speed up the training tremendously (Section 6.4), while still covering a larger
branching fraction than the FEI. This approach could be used in analysis-specific trainings.
Further investigation about feature scaling could improve the model performance for the
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8.1. Training graFEI on Hadronic B-Decays

Belle II simulated datasets. Another approach is to optimize the input feature selection.
For example, including more information for photons could improve the performance of the
model.

LCAS Stage View

The prediction of the LCAS-model is better than the LCAG-model, now 3.7 times the
perfect LCA score compared to the LCAG-model. The purity is also better; the model
is predicting a valid tree for 51.7% of the test B-decays, 13.0% of these predicted trees
are correct. The accuracy is 40% higher than the LCAG-model training and overall better
distributed across the dataset. The most dense region here cannot be directly compared
with the LCAG-model evaluation, but there is also the trend that easier decays are predicted
correctly as shown in Figure 8.4. This distribution also shows the difference between the two
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Figure 8.4.: Evaluation of the monogeneric hadronic trained LCAS-model on the test dataset,
for the realistic case. From top to bottom are the dataset distribution, efficiency,
accuracy, and perfect LCAS score split by the number of leaves and depth of
the decay tree.
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8. B-Decay Reconstruction on Full Simulated Belle II Dataset using graFEI

LCA representations: The LCAG matrix shows the B-meson at the maximum generation,
whereas the LCAS matrix always has the B-meson root at the depth of five. As missing
particles are included here, the maximum entry in the LCAS matrix can be smaller than
five. If, for example, both pions of the K0

S → π+π− in the decay B0 → J/ψK0
S were not

detected or excluded by the selection criteria, this would result in the LCAS matrix with a
depth of 1.

8.2. Applying and Evaluating graFEI

The full monogeneric test dataset consists of 12 million Υ(4S) → B0B0 events, where one
B0-meson decays in two neutrinos B0 → νν . In contrast to the previous evaluation in
Section 8.1.2 on a subset of hadronic B0-decays, the trained models are now applied to this
full tag-side test dataset including semileptonic decays. For each event, the predicted LCA
matrix is stored together with the information of whether this is a valid tree. Then, in
an additional step, the B-meson can be reconstructed out of the selected FSPs using this
predicted LCA matrix.

8.2.1. Beam-constrained Mass

The Physics of the B Factories [17] (Chapter 7.1) defines the beam constrained mass Mbc

to distinguish between background and signal events for hadronic decays2. This established
procedure is also used in [6], where the currently used reconstruction algorithm FEI was
compared with the predecessor. I use the beam constrained mass Mbc to evaluate the
performance of the model in addition to the graFEI metrics (Section 4.3). This confirms
the model is learning to predict B-mesons that are relevant for analyses.

The beam constrained mass is calculated according to [17] by using the reconstructed
3D-momentum of the predicted B-meson, pCMS

B , and half of the center-of-mass energy of
the collision beam, ECMS

beam:

Mbc =
√

(ECMS
beam)

2/c4 − (pCMS
B )2/c2. (8.1)

The 3D-momentum for the predicted B-meson is calculated by adding up the 3D-momenta
for the predicted primary FSPs. If the model is predicting a valid tree for an event, the
predicted LCA matrix is used to select the predicted primary FSPs. The 3D-momenta
of these predicted primary FSPs are used to calculate the beam constrained mass for the
event. The predicted background leaves are not included in this reconstruction. Unlike
the fully inclusive b-tagging method (section 2.3), only the particles that are predicted to
belong to the decay are included here.

Using the beam energy ECMS
beam is more beneficial than using the energy of the predicted

B-meson, as the B-meson energy is calculated including the mass hypothesis of the FSPs.
The misidentification rate is 19.8% for all primary FSPs due to the current selection of
the FSPs. They are currently only chosen by their highest PID without taking further
constraints into account. This choice is made by design in Section 7.3, as the idea is for the

2
∆E requires further knowledge of the selected FSPs, that is out of the scope of this thesis. Here, the
focus is on exploring if the model is able to learn the decay-tree representation.
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Figure 8.5.: Baseline reconstructed beam-constrained mass Mbc for the hadronic nominal
best-case test dataset on LCAG (top) and LCAS (bottom) with the normalized
distribution on the right.

model to compensate for this by including the PIDs as input features. An additional step
that reconstructs FSPs before the LCA matrix prediction, is needed for developing a full
reconstruction algorithm. An example of this is using stage zero of the FEI (Section 2.5),
which reconstructs the FSPs.

To provide a baseline, the beam constrained mass for the true distribution, as well as correctly
and incorrectly predicted decay trees of the nominal best-case scenario (Section 8.1.1), are
shown in Figure 8.5 for the LCAG-model (top) and the LCAS-model (bottom).

These are the decays where all FSPs are reconstructed and nothing else is included in the
event; it is the optimal reconstructed distribution. One can see the broadening of the mass
peak around the true B-meson mass due to the detector resolution effects. The model is
learning to predict decays that are closer to the actual B-meson mass. To determine if
this is an effect of the dataset, I investigate the normalized distribution for Mbc for decays
with an increasing number of FSPs in Figure 8.6. Figure 8.6 shows that for increasing
numbers of FSPs, the Mbc peak around the true B meson mass broadens further. As
mentioned in Section 8.1.1, this could be due to the fact that the average number of photons
increases with an increasing number of FSPs. Photon resolution is limited as there is no
directional information for the ECL cluster. This could explain the broader peak when
calculating the Mbc. Since the model is learning to predict easier decay trees as shown
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Figure 8.6.: Beam-constrained mass Mbc for the nominal best-case target distribution
divided by the number of FSP leaves per LCA.

in Section 8.1.1, there is a higher peak expected for Mbc as observed in Figure 8.5. The
best-case LCAS-model is able to predict particle decay trees with up to twelve FSPs with
at least 16% perfect LCAS score. Figure 8.7 shows the distribution for up to and more
than twelve FSPs, where the higher peak for the lower number of FSPs can be observed.
Therefore, this effect is attributed to the dataset. Future studies are needed to investigate
if specific decay channels or certain physics processes, e.g. excluding photons, are favored
by the model learning.
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Figure 8.7.: Beam-constrained mass Mbc for the nominal best-case target distribution for
twelve or fewer FSPs in purple and more than twelve leaves in red.

8.2.2. LCAG Generational View

The LCAG-model is applied to the full dataset and evaluated in regard to the full 12 million
events in Table 8.1. Observing the results in Table 8.1, for 3% of the decays in the test
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dataset a perfect LCAG is predicted. The total number of hadronic decays with a perfectly
predicted LCAG matrix is 1.15%.

Table 8.1.: Evaluation for the realistic case, evaluated on a 12 million monogeneric events
test dataset. The percentage values are calculated in regards to the 12 million
events. The model is trained on generic hadronic B0 decays.

perfect valid-tree perfect
LCAG efficiency purity

in % in % in %
hadronic decays 1.15 31.98 3.59
semileptonic decays 1.85 31.98 5.79
all decays 3.00 31.98 9.38

As the model was trained on generic hadronic B-decay tree structures, semileptonic decay
trees are unknown to the model. The model is able to predict the LCAG matrix perfectly
in 1.85% of semileptonic decay events. This provides evidence for the hypothesis that the
model is capable of learning the physical conservation laws, which has to be tested in future
studies. Although hadronic and semileptonic decays are two different analyses channels,
they share the same fundamental physical basis. Conservation of mass, kinematics, and
charge number applies in both channels for the particle relations that the model is predicting.
Semileptonic decays are easier to predict for the model as they have less (primary) FSPs on
average with 8.05 (6.78) as hadronic decays, which have 10.85 (8.94), which explains the
larger perfect LCAG score (Table 7.5).

The model is predicting a valid tree in 31.98% of events, resulting in a purity of 9.38%. This
purity can be improved in future studies, for example by demanding that no single leptons
are part of the predicted primary FSPs for hadronic decays or exploiting the knowledge of
the decay tree structure. The distribution for the reconstructed beam-constrained mass,
calculated with the primary predicted LCA matrix for each event, is shown in Figure 8.8 for
the windows of 4.7GeV/c2 < Mbc < 5.3GeV/c2 and 5.24GeV/c2 < Mbc < 5.29GeV/c2.
On the right, the normalized shapes are shown. The distribution peaks at the actual B0-
meson mass, validating that the method can be used to reconstruct B0 mesons. In Figure 8.9,
the reconstructed target Mbc, calculated with the true primary FSPs is shown. The red line
corresponds to the shape of the hadronic decays that were also trained on, and the yellow
line is the reconstructed target Mbc of the full test dataset including semileptonic decays.
The grey line shows the distribution for the semileptonic decays. The Mbc distribution for
hadronic decays has also entries for lower values, as missing particles are included. One
can see the higher peak for the hadronic decays with a perfect LCAG. Around the true
B0-meson mass the hadronic decays make up the largest part of the valid-tree decays, which
is expected.

Figure 8.10 shows the reconstructed target Mbc, calculated from the true primary FSPs,
versus the predicted Mbc. The most dense area is at the expected true mass of the B0-meson
at 5.2797GeV/c2 and only a small number of samples have high differences between the
predicted and the target beam-constrained mass. This is due to the fact that 6.28%, so
nearly half of the 14.04% of hadronic decays with a valid tree, have correctly-tagged FSPs.
In this case, although the LCAG matrix is predicted incorrectly, it consists of only the
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(a) Mbc distribution for the full range.
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(b) normalisedMbc distribution for the full range.
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(c) Mbc zoomed to window
5.24GeV/c2 < Mbc < 5.29GeV/c2.
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(d) Normalised Mbc zoomed to window
5.24GeV/c2 < Mbc < 5.29GeV/c2.

Figure 8.8.: These figures show the reconstructed beam-constrained mass Mbc for B-decays
of the test dataset for the LCAG graFEI. For each event with a valid tree the
B-meson is reconstructed and the Mbc calculated. The yellow line shows the
distribution for all decays with a valid tree, the subset of hadronic decays is
shown in red and the subset of perfect hadronic predicted LCAG matrices is
shown in blue. The top shows the full distribution, while the bottom is zoomed
to the relevant Mbc region for hadronic decays close to the true mass of the
B-meson (green). The normalized distributions are shown on the right.

primary FSPs and the additional background leaves are separated correctly. As I reconstruct
B-mesons by adding the four-momenta of the predicted primary FSPs, the momentum
pCMS
B of the B-meson is reconstructed correctly in this case.
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(a) Mbc distribution for the full range.
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(b) Mbc zoomed to window
5.24GeV/c2 < Mbc < 5.29GeV/c2.

Figure 8.9.: These figures show the full test dataset distribution of the beam-constrained
mass Mbc for the reconstructed target. The distribution is not-normalized and
shown for hadronic (red) and semileptonic (grey) decays zoomed to the relevant
window.

Figure 8.10.: The distribution of the predicted Mbc to the target Mbc for all hadronic decays
with a valid tree predicted by the LCAG graFEI.

8.2.3. LCAS Stage View

Next is the evaluation for the LCAS-model in Table 8.2. The number of perfectly predicted
LCAS matrices for hadronic (all) decays is 3.17% (7.78%) out of the full dataset, so 2.8
times higher than the LCAG-model.

The valid-tree efficiency is also higher with 53.72% compared to the previous 31.98%,
which improves the purity for hadronic decays to 5.89%. The model is predicting a valid
tree for nearly half the decays. Again, the model is able to correctly predict the LCAS
matrix for semileptonic decays, in this case for 4.61% of the events with a purity of 8.58%.
The distribution of the beam-constrained mass is shown in Figure 8.12 for the window of
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Table 8.2.: Evaluation for the realistic case for the LCAS, evaluated on B0 → νν and trained
on generic hadronic B0 decays.

perfect valid-tree perfect
LCAS efficiency purity
in % in % in %

hadronic decays 3.17 53.72 5.89
semileptonic decays 4.61 53.72 8.58
all decays 7.78 53.72 14.48

4.7GeV/c2 < Mbc < 5.3GeV/c2 and 5.24GeV/c2 < Mbc < 5.29GeV/c2. Compared to
the previous results for the LCAG-model, the model predicts a perfect LCAS for more
events than the LCAG-model. Comparing the shape of events with a perfect LCAS to the
shape with a perfect LCAG, the peak at the true B-meson mass has a broader width. The
LCAG-model learns to reconstruct B-mesons closer to the actual B-meson mass. Looking
at the true distribution of the Mbc of the test dataset in Figure 8.9

Figure 8.11 compares the reconstructed predicted and target beam-constrained, where mass
the highest density is again at the true B0-meson mass and on the diagonal. As before, this
is because for hadronic decays the correctly-tagged FSPs make up 49.9%.
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Figure 8.11.: The scattered distribution of the predicted Mbc to the target Mbc for all
hadronic decays with a valid tree predicted by the LCAS graFEI.
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(b) normalisedMbc distribution for the full range.
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(c) Mbc zoomed to window
5.24GeV/c2 < Mbc < 5.29GeV/c2.
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(d) Normalised Mbc zoomed to window
5.24GeV/c2 < Mbc < 5.29GeV/c2.

Figure 8.12.: These figures show the reconstructed beam-constrained mass Mbc for B-decays
of the test dataset for the LCAS graFEI. For each event with a valid tree the
B-meson is reconstructed and the Mbc calculated. The yellow line shows the
distribution for all decays with a valid tree, the subset of hadronic decays is
shown in red and the subset of perfect hadronic predicted LCAS matrices
is shown in blue. The top shows the full distribution, while the bottom is
zoomed to the relevant Mbc region for hadronic decays close to the true mass
of the B-meson (green). The normalized distributions are shown on the right.

8.3. Comparison between graFEI and FEI

There is a conceptual difference between the FEI and the graFEI. The goal for graFEI is to
predict decay tree structures in the form of the respective LCA matrix including missing
particles. The hadronic FEI suggests B-meson candidates for the respective decay channel
out of the detector information including all particles.

To put the performance into perspective, I compare the graFEI approach to the reconstruc-
tion used in the FEI algorithm. The hadronic FEI is applied to the same test dataset as the
two graFEI models in the previous Section 8.2. There is no selection on signal probability,
and for each event, the B0-meson candidate with the highest signal probability is selected.
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There are no further selections applied to the FEI apart from the default channel selections.

The comparison for the metrics of section 4.3 is shown again in Table 8.3 for better
readability. The relevant metric for the FEI performance is the tag-side efficiency, defined by
the fraction of correctly predicted B-mesons out of all events. In the following section, the
tag-side efficiency is compared to the perfect LCAS/G. As previously mentioned, the FEI
and graFEI are different concepts. To allow a first comparison, I constrain Mbc further to
the window of 5.27GeV/c2 < Mbc < 5.29GeV/c2. The assumption is that only low-energy
particles are missing in this area for the graFEI LCAS/G approach, making it relevant for
an analysis.

Table 8.3.: A direct comparison between the metrics used to evaluate the FEI and the new
metrics used for the graFEI.

FEI graFEI
tagging efficiency: fraction of recon-
structed B-decays to all B-decays

valid tree efficiency: fraction of B-
decays with a rooted, directed, acyclic,
predicted tree to all B-decays

tag-side efficiency: fraction of correctly
reconstructed B-decays to all decays

perfect LCA: fraction of B-decays with
a correctly predicted LCA matrix

purity: fraction of correctly reconstructed
decays out of all reconstructed decays

purity: fraction of perfect LCA out of all
decays with valid trees

Results

The evaluated metrics are specified in Table 8.4. The FEI is only able to predict 0.41%
of hadronic B0 decays correctly. Using the LCAG graFEI instead, 0.54% of decays are
predicted correctly in this window. The use of LCAS graFEI for decay tree predictions
improves this even further with 1.32% of total decays having a perfect LCA predicted. This
is 3.2 times the FEI tag-side efficiency.

Table 8.4.: Evaluated metrics for hadronic decays for the window of
5.27GeV/c2 < Mbc < 5.29GeV/c2 for mono-generic B0-decays on the 12 million
samples test dataset.

FEI metrics
FEI graFEI LCAS graFEI LCAG graFEI metricsin % in % in %

tagging efficiency 1.87 13.96 6.89 valid-tree efficiency
tag-side efficiency 0.41 1.32 0.54 perfectLCA
purity 21.92 9.46 7.84 perfectLCA purity
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Figure 8.13.: Mbc distribution on the test dataset for the window of 5.27GeV/c2 < Mbc <
5.29GeV/c2. Top right shows the distributions for correcly predicted and
tagged mono-generic events for the FEI and the two graFEI models. Top
left shows the shapes of these distributions normalised. Bottom shows only
correctly reconstructed events to compare the total numbers.

Mbc Distributions

The beam-constrained mass Mbc distribution is shown in Figure 8.13 for the two different
graFEI models and the FEI. Figure 8.14 shows the stacked distributions of the decays with
a predicted valid tree. The graFEI does predict more decays, but as a trade-off, the purity
is worse. The purity for the FEI is twice as high as the LCAS graFEI. The purity can be
further improved using the signal probability, the probability calculated by the multivariate
classifier (Chapter 3) of the FEI for each B-meson candidate [10]. Similar classification
methods could be employed to enhance the purity of the graFEI approach in future work.

One simple example to improve the purity by introducing simple heuristics is shown in
Figure 8.15 for the LCAS graFEI. Here only LCAS matrix predictions with up to nine FSPs
are included. Another requirement is that no background particles have to be included in
the predicted particles. This improves the purity to 20.7%, which is similar to the FEI result.
As a trade-off, the perfect LCAS value is reduced to 0.66%. This is still predicting 61.0%
more hadronic decays correctly than the FEI. This can be further optimized in regards to
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the respective analysis.
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Figure 8.14.: Stacked distributions for tagged events, split into correctly and incorrectly
predicted decay structures. Top shows the graFEI-LCAS, middle the graFEI-
LCAG and bottom the FEI distribution for Mbc.

Discussion

This thesis serves as a means to demonstrate that the graFEI approach can be used as a
training target for reconstructed decays, even for large numbers of possible decays, without

82



8.3. Comparison between graFEI and FEI

5.270 5.275 5.280 5.285 5.290
Mbc [GeV/c2]

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25

En
tri

es
 / 

(0
.0

00
7 

Ge
V/

c2 )

×104

true MB
perfect LCAS
incorrect LCAS

Figure 8.15.: Mono-generic decays with a predicted valid-tree stacked as perfect LCAS and
incorrect LCAS. The purity is improved by demanding no background-FSPs
in the event (class label of zero). Additionally only decays up to 9 leaves are
included. This improves the purity to 20% with a total perfect-LCA score of
0.66%.

the need to explicitly state the decay channels. The focus is to show that the model is able
to learn the decay-tree representation, and the ability to handle missing particles. Having a
suitable representation enables analysts to train their own model as desired. For example,
one could further specify the training targets according to the required task, thereby training
on hadronic decays without missing charged particles. This is to ensure all information
is available for the tag-side, so more conclusions can be drawn about the signal-side. As
this is a trade-off between purity and efficiency, it depends heavily on the analysis. This
has to be taken into account for the comparison in this section for the conceptual different
approaches of the FEI and graFEI.

The LCAS and LCAG matrix representations are also very different approaches. The
LCAS matrix encodes the tree structure according to the intermediate particle groups.
Analysts could use kinematic variables similar to the partial reconstruction techniques
( [17], Chapter 7.3), as the physical properties of the intermediate particles can be identified
more easily according to the respective class. For example for semileptonic decays with
one missing neutrino, the angle cos θBDℓ

( [17], Chapter 7.2) between the direction of the
reconstructed D-system and the nominal, inferred B-meson is evaluated. This metric is
also interesting for hadronic decays with the LCAG method. This representation enables
hadronic decays to be predicted including missing particles, which enables analysts to
extend their analyses to these decays with an appropriate discriminating variable similar
to the partial B-meson reconstruction in [17] Chapter 7.3. The LCAG matrix contains
more information of the decay tree structure, as each intermediate particle generation is
included. The different approaches that gain different insights for the decay tree structure
offer analysts more possibilities to optimize their analyses depending on the desired result
with an easily applicable end-to-end trainable target. As there are deviations between
simulation and experimental data, scaling factors have to be determined to use the graFEI
approach for a reconstruction algorithm in future work.
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8.4. Double-Generic Mixed Background Decays

The background events for the signal-side B0 → νν are generic Υ(4S) → B0B0 events, which
in the following is referred to as double-generic background. It consists of events including
B-decays, which means that in principle a B0-meson can be reconstructed correctly, making
it hard to distinguish from signal events. Using 1 million double-generic background events,
the performance of the models is evaluated.

Mbc Distribution

The full distribution is shown in Figure 8.16 for the two previously defined Mbc-windows.
As there is no signal probability implemented yet, there is no method to distinguish between
signal and background except simple heuristics. It can be observed that the distribution
for double-generic events using this mono-generic trained model has a broad peak. This
peak is around 5.27GeV/c2, close to the true B0-meson mass. As seen in Figure 8.16 at the
bottom, the distribution is flat for the smaller mass window, compared to the mono-generic
signal peak.

Options to Suppress Double-Generic Background

The results are shown in Table 8.5. The LCAS- and LCAG-models predict around 1%
of background decays for the relevant beam-constrained mass window of 5.24GeV/c2 <
Mbc < 5.29GeV/c2. This is also due to the fact that the model is not able to predict valid
trees for larger number of FSPs, and the average value for these background events is 19.79
compared to the 9.5 for the mono-generic signal events. One option to distinguish between
signal and background without using the signal probability is the rest-of-event. In regards
to events in the clean environment at Belle II, in principle, only the particles that originally
belong to the two B-mesons of the Υ(4S)-event should be detected. The signal B-meson is
extracted previously by choosing the signal decay B0 → νν . Each decay with a predicted
valid tree results in a reconstructed B-meson of the tag-side. One can require that no
additional charged particles should be left in the event after this. This is the completeness
constraint in [6]. As stated before in Chapter 2, this does not happen as there are secondary
and beam-induced additional particles, resulting in a loss of correctly predicted decays.
Nevertheless, this is a strong separator between the signal and background if a higher purity
is needed. A similar constraint for the LCA representations would be to require that the
predicted LCA matrix only consists of predicted primary FSPs, and that no FSPs have
predicted class labels of zero, resulting in no secondaries or unmatched particles. This
can also be applied to only charged particles, as the particles belonging to the decay are
clear with the LCA(S/G) matrix. Requiring this, only 6.8 · 10−3% (1.2 · 10−3%) of the
double-generic background events have a predicted valid-tree LCAS (LCAG) matrix, thus
separating strongly, while still maintaining a perfect LCAS (perfect LCAG) score of 0.77%
(0.31%). For comparison, doing the same on the same background events for the FEI, the
tag-side efficiency is 0.41% with a tagging-efficiency on double-generic mixed background of
0.12%.
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(a) Normalised Mbc distribution LCAS.
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(b) normalised Mbc distribution window
5.24GeV/c2 < Mbc < 5.29GeV/c2.
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(c) Normalised Mbc distribution LCAG.
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(d) Normalised Mbc distribution LCAG.
5.24GeV/c2 < Mbc < 5.29GeV/c2.

Figure 8.16.: Beam-constrained mass Mbc normalised distribution on the evaluated graFEI
on mono-generic decays as signal and generic Υ(4S)-events with two-decays
as background with the LCAS-model on the (a) and (b) and LCAG-model (c)
and (d) without any background suppression selections applied.

Table 8.5.: Values for tagged events on 1 million simulated double-generic mixed samples.
Equivalent for the FEI is 0.41% tag-side efficiency on signal and tagging-efficiency
on double-generic mixed background of 0.12%.

background
double-generic
decays

single decays
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all 6.30 5.50 3.17 53.72 1.15 31.98
Mbc constrained 1.15 0.89 1.32 13.96 0.54 6.89
Mbc constrained and no class-
label 0 leaves, motivated by
FEI- no-Rest-of-Event

0.0068 0.0012 0.77 6.24 0.31 2.31
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The Belle II experiment is a B-factory operating mainly at the Υ(4S) resonance. The
expected large dataset will enable precise measurements of rare decays to probe the Standard
Model and searches for new physics. B-tagging is essential for many key measurements, as
information of the tag-side B-meson of the Υ(4S) → BB event enables one to constrain
rare signal decays which contain neutrinos in the final state. This is challenging due to the
large number of possible decay channels and large combinatorics, and further limited by the
detector efficiency and acceptance. The current reconstruction algorithm, the Full Event
Interpretation (FEI), suffers from a low tag-side efficiency of 0.46% for hadronic decays
and 2.04% for semileptonic decays (Section 2.5). Since rare decays are investigated to search
for new physics and probe the Standard Model, Belle II analyses are often dominated by
statistical uncertainties when evaluated with the FEI. A new end-to-end trainable graFEI
approach was developed in previous work [11], where the entire decay tree structure is
encoded into a single matrix (Section 4.1) of the final state particles (FSPs). The goal of
this thesis was to investigate whether this approach can be scaled up to Belle II simulated
data, dealing with the experimental realities and large amounts of possible decay channels.
This enables the utilization of the full Belle II simulated sample coverage and offers the
ability to handle missing particles. The decay tree structure in this work is encoded in the
generational view LCAG matrix and the FEI-motivated stage-wise LCAS matrix, which is
used as training target for the graph-based approach (graFEI).

To achieve this goal, the graFEI model was modified to allow for the different number
of FSPs (Section 4.2). Tests were performed initially on a simple, ideally simulated
phasespace dataset with 200 different decay topologies (Chapter 5). Based on this dataset,
a hyperparameter search was performed to investigate the model setup (Section 5.3) and
formulate a training strategy for the studies on the simulated Belle II dataset. The graFEI
approach achieved promising results of 61.1% perfect LCAG on the phasespace dataset
in Chapter 5, encouraging the application to the Belle II dataset. The next step was to
adapt this approach to the Belle II simulated samples to include the experimental realities
and select the FSPs out of the detected particles (Chapter 6). This adaptation was first
tested on a single decay. Studies on this decay confirmed the successful addition of the
background class. Furthermore, the influence of the detector effects in Section 7.1 were
determined. Subsequently, the approach was evaluated for six different Belle II decay
channels (Section 7.2) to investigate the limitations of the approach in more detail. Based
on these results, the FSPs selections were reworked (Section 7.3), improving the model
performance from 19.2% to 30% perfect LCAG on the mix of six different decays.
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Finally, trainings were performed on the entire Belle II simulated dataset in Chapter 8 for
the LCAS and LCAG matrix representations. The models were evaluated on the tag-side
of the signal-side B0 → νν , including the unknown semileptonic decay tree structures,
achieving 3% perfect LCAG and 7.78% perfect LCAS (Section 8.2). To put the performance
into perspective, the comparison with the FEI was performed on hadronic decays for the
window of 5.27GeV/c2 < Mbc < 5.29GeV/c2 (Section 8.3). Results of this first training
show that the perfect LCAS score achieves 1.32% and the perfect LCAG achieves 0.54%, in
contrast to the FEI tag-side efficiency of 0.41%.

This work demonstrates that the representation can be applied to Belle II simulated samples,
and used as a training target when developing new deep learning reconstruction algorithms.
The method enables one to handle missing particles, which can be used to extend the
efficiency of the algorithm even further. It also showed the clear limitations of this approach:
the model is only learning easier LCA matrices when combining decay channels of different
complexities together. It is especially relevant to further study the performance on the
decay channels that this approach is able to predict, e.g. targeting the reconstruction rate
for D and D∗ mesons. The results of this work were presented at the 20th International
Workshop on Advanced Computing and Analysis Techniques in Physics Research [61] and
a paper has been submitted to the 39th International Conference on Machine Learning.
Proposed future research directions based on the studies of this thesis include:

Improving final state particle selection Since a large part of this work has focused on
scaling the approach up to the complexity of the full dataset, the FSP selection
optimization was out of scope. Optimal FSP reconstruction requires careful calibration
with real data. The results in Section 7.3 showed that changes to the FSP selection
impact the model performance greatly. One approach for this could be to employ
stage-zero of the FEI, which is responsible for FSPs reconstruction that precedes the
FEI reconstruction stages.

Implementing a signal probability To distinguish between background and signal, future
works would greatly benefit from implementing a signal probability. There is a
multitude of possible ways to implement this. One approach is training a deep ensem-
ble [62]. There were previous successful implementations of deep ensembles by [63]
for continuum suppression with predictive uncertainties at the Belle II experiment.
Another approach could be combining the output for each edge to construct a signal
score, although further calibration would be needed for the use as a probability.

Input Feature Optimization To ensure a fair comparison to the current reconstruction
algorithm, FEI, similar input features were used. The FEI is BDT-based, therefore
useful features are likely to differ when using a Neural Network. Further investigation
and ablation studies to determine the importance of these features have the potential
to improve the performance of the model and give insight into pattern learning.

Particle decay reconstruction from detected FSPs is highly relevant in searches for new
physics in Belle II, but suffers from the low efficiency of the current reconstruction algorithm
FEI. This work shows that a graph-based approach increases the efficiency from 0.41%
to 1.32%, paving the way for the development of an end-to-end trainable, graph-based
reconstruction algorithm to improve future analyses.
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A. Training Hyperparameters

Table A.1 shows the hyperparameters for the training runs in this thesis. The hyperparameter
search performed with Optuna on best-case Belle II simulated dataset is shown in Figure A.1,
that confirm the results of Section 5.3. The following parameters are tuned:

• additional MLP layers (aMLP) [1,2,3,4],

• feedforward layer widths (dimFF) [128, 256, 512],

• final MLP layers (fMLP) [1,2,3],

• initial MLP layers (iMLP) [1,2,3],

• loss function (loss) [cross entropy loss, focal loss [38]],

• number of blocks (nblocks) [2,3,4,5,6].

The training runs including the cross entropy loss are more robust and achieve better scores,
therefore the cross entropy loss is used in this thesis. Figure A.1 shows the contour plots
for each parameter combination in the order above, where the objective value referrers to
the accuracy.

Table A.1.: Training hyperparameters for the NRI (Section 4.2), optimized by Optuna. The
tuned hyperparameters are the feedforward layer width (dimFF), the number
of blocks (nblocks), the number of additional MLPs (aMLP), the number of
initial MLPs (iMLP), the number of embedding dimensions (emb), the dropout
(do), the batch size (bsize) and the learning rate (lr).

Datset hyperparameters
dimFF nblocks aMLP iMLP fMLP emb do bsize lr

single decay 512 2 0 1 1 - 0.3 64 0.001
Mix of six decays 1024 2 0 1 1 - 0.5 64 0.0001
best-case scanario 512 1 0 1 1 3 0.3 128 0.001
realistic scenario 512 1 0 1 1 3 0.3 128 0.001
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Figure A.1.: Hyperparameter Optimization of Optuna for the NRI. The objective value
corresponds to the accuracy.
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Figure A.2.: Contour plots for the hyperparameter search using Optuna for the NRI. The
accuracy is given by the shade of blue, according to the color bar.
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B. Extra Results on Mix of Selected Decays

B.1. Semileptonic Decays

A Training on a mix of selected decays is also performed on events including neutrinos for
charged B+ mesons. The selected decays are shown in Table B.1 and the results of the
best-case training on the test dataset are shown in Table B.2. The trained model achieves
a perfect LCAG score of 87.3%. The same behaviour as for the hadronic mix of selected
decays is observed: with an increasing number of FSPs per decay, the perfect LCAG score
decreases.

Table B.1.: Decay channels of the FEI channels for the charged B+ meson decays including
neutrinos. All π0 decay into 2 photons as shown in the first decay.

Decay channel FSPs Depth Motivation
B+ → D0(→ K+π−π0(→ γγ))ℓ+νℓ 5 3 simple decay including 2 pho-

tons that
B+ → D0(→ K+π−π0π0)ℓ+νℓ 7 3 decay including two π0, hard

to distinguish γ
B+ → D∗(→ D0 → K+π−π0)π0)ℓ+νℓ 7 4 deep decay tree, with high

number of FSPs
B+ → D0(→ K+ℓ−νℓ)ℓ

+νℓ 3 2 decay including two neutrinos
(different to Belle II semilep-
tonic definition)

B+ → D0(→ K+ℓ−νℓ)π
+π+π− 5 2 shallow decay tree with higher

number of FSPs
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Table B.2.: Results of the Training on the combined dataset consisting out of the decays
defined in table B.1, as well as the evaluation on each individual decay channel
used.

Decay Size Perfect LCAG Accuracy Efficiency
(%) (%) (%) (%)

Full Dataset 100 87.3 95.4 92.3
B+ → D0(→ K+π−π0(→ γγ))ℓ+νℓ 28.2 96.7 98.2 98.8
B+ → D0(→ K+π−π0π0)ℓ+νℓ 2.9 81.1 97.1 98.1
B+ → D∗(→ D0 → K+π−π0)π0)ℓ+νℓ 21.6 61.5 91.5 67.6
B+ → D0(→ K+ℓ−νℓ)ℓ

+νℓ 8.8 93.7 98.4 99.3
B+ → D0(→ K+ℓ−νℓ)π

+π+π− 38.5 93.8 98.4 99.3

B.2. Comparison with Transformer Model

For the baseline GNN comparison of the NRI to the Transformer model [47], the following
hyperparameters are used for the Transformer:

• No. attentions: 1

• No. attention heads: 16

• embedding dimension: 256

• feedforward layer width: 512

• final MLP layers: 1

• loss: cross entropy

The Transformer model for the realistic case achieves a perfect LCAG of 14.0%, compared
to the NRI model with a perfect LCAG of 30.0% excluding class weights on the updated
selections for the mix of hadronic decays Section 7.3. This shows, that the performance of
the NRI model is significantly better than the Transformer model.
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