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Chapter 1

Introduction

The Standard Model of particle physics provides a consistent and well-proven de-
scription of most observed phenomena, although there are still unresolved questions.
These range from the precise knowledge about the values of certain free parameters
to the nature of gravity, which is not explained in the Standard Model.
In the search for answers, increasingly more powerful particle colliders have been

built. The currently most advanced one is the Large Hadron Collider (LHC). To reach
as high center-of-mass energies as the LHC does, heavy particles like protons were
considered to be the most feasible objects to collide. The challenge of proton-proton
collisions is their more complex event topology compared to, for example, electron-
positron scattering. One reason for this is that protons themselves are composed of
many constituents, referred to as partons.

The structure of the proton is described by the parton distribution functions (PDFs).
The PDFs have to be determined experimentally, since they are not predicted by the
corresponding theory, the quantum chromodynamics (QCD).

The uncertainty on the PDFs has to be taken into account for each theory prediction
calculated for proton-proton collisions. Those predictions themselves will become more
precise in the future since physicists develop more complex calculations, enabled by
the increasing computing power. Hence, the uncertainties on the PDFs are expected
to be even more relevant in the future.

On the other hand, the sensitivity of proton-proton collisions on the PDFs allows
probing the current PDF sets and contributing to PDF constraints using data from
the CMS experiment at LHC.
For this purpose, event classes with small statistical and systematic uncertainties on
the measurement are suitable. One of these processes is the Z boson production in
its leptonic decay channels, on which this work is focussed.

In this thesis, Z → µ+µ− cross section measurements are performed and PDF fits
are presented.
In Chapter 2, the theoretical foundations for the understanding of the studied process
and the PDF determination are outlined. The CMS experiment and the software
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1 Introduction

framework used for this analysis are introduced in Chapter 3. In Chapter 4, the
measurement of the double-differential Z(→ µµ) + jets cross section is presented. The
event selection, the background contributions and corrections for detector effects,
including an unfolding procedure, are described in this context. In addition, the
experimental uncertainties are estimated. The workflow used to obtain theory
predictions for the Z(→ µµ) + jets cross sections is presented in Chapter 5. In
Chapter 6, measurement and theory predictions are combined to perform a fit of the
PDFs.
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Chapter 2

Theoretical Foundations

The Standard Model of particle physics describes all known elementary particles and
their interactions except for gravity. These interactions include the strong force as
well as the electroweak force. Each interaction is mediated by a gauge boson while
everything that we call matter consists of fermions. The latter are divided into two
different types. Fermions interacting via the strong force are called quarks, and the
remaining fermions are termed leptons.
The process analysed in this thesis and shown in Figure 2.1 consists of two com-

ponents. The Z boson production is an electroweak process since the Z boson is a
gauge boson of the electroweak force. The gauge boson of the strong force is referred
to as gluon. Hence, the quark or gluon radiation is described in the quantum field
theory of the strong force called quantum chromodynamics. The momenta of quarks
and gluons in the initial state of the process are determined by the, mainly strong,
interactions inside the colliding protons and described by the parton distribution
functions (PDFs). This chapter is dedicated to these aspects of the Standard Model.

Figure 2.1: Leading order Feynman diagrams for Z(→ µµ) + jets events. Taken from [1]
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2 Theoretical Foundations

2.1 Electroweak Theory

The electroweak theory was established by Glashow, Salam and Weinberg [2–4] as a
unification of the theories of electromagnetism and the weak interaction. Mathemat-
ically, the electroweak symmetry is defined as an SU(2)× U(1) gauge group.
The gauge bosons corresponding to the SU(2) subgroup are named W 1,W 2 and W 3.
The physical W± bosons are the creation and annihilation operators:

W± =
1√
2

(W 1 ∓ iW 2) (2.1)

The charge associated with this symmetry group is the weak isospin T . Fermions
are split into a left-handed doublet (negative chirality, T = 1/2) and a right-handed
singlet (positive chirality, T = 0). The W± and W 3 bosons form an isospin triplet
with T = 1. Because of the isospin conservation, only couplings between left-handed
fermions and W bosons are possible, which explains the parity violation observed in
weak processes.
The charge corresponding to the U(1) subgroup is the weak hypercharge Y which is a
combination of the weak isospin and the electrical charge Q:

Y = 2(Q− T3) (2.2)

The gauge boson is the B0. The Lagrangian is given by:

L = L /DL+R /DR− 1

4
Wµν
a W a

µν −
1

4
BµνBµν (2.3)

Where L and R are the left- and right-handed fermion fields. Bµν and W a
µν are

the field strength tensors for the isospin and hypercharge fields. D is the covariant
derivative of the electroweak theory. The Feynman slash notation was used in the
equation.
This Lagrangian represents the electroweak symmetry without considering the

spontaneous symmetry breaking that is described in the Brout-Englert-Higgs mech-
anism [5]. The symmetry breaking changes the Lagrangian and includes a kinetic
part, that predicts a mass for the gauge bosons

Lkin =
g2v2

4
W+
µ W

µ,− +
(
B0, W 3

) v2

8

(
g′2 −gg′
−gg′ g2

)(
B0

W 3

)
(2.4)

where g and g′ represent the coupling constants for the isospin and hypercharge,
respectively, and v is the vacuum expectation value of the Higgs boson.

The mass eigenstates and eigenvalues of the second term are the photon γ and the
Z boson. They can be obtained by diagonalising the matrix:(

B0

W 3

)
=

(
cos(θW ) −sin(θW )
sin(θW ) cos(θW )

)(
γ
Z

)
(2.5)
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2.1 Electroweak Theory

Here, the Weinberg angle was introduced: cos(θW ) ≡ g√
g2+g′2

.

This leads to the gauge boson masses:

mW =
g2v2

4
(2.6)

mZ =
g2v2

4cos2(θW )
(2.7)

mγ = 0 (2.8)

The value of the Weinberg angle as well as W and Z masses are free parameters of
the Standard Model and determined experimentally.

The annihilation of a quark antiquark pair and lepton pair production mediated by
an interference of Z boson and photon is called Drell-Yan [6] process. The invariant
mass spectrum of lepton pairs is characterised by a peak around the Z boson mass
(see Figure 2.2). In the proximity of the Z peak, the contribution of the, highly
virtual, photons γ∗ to Drell-Yan processes is small and therefore often, also in this
thesis, Z is written instead of Z/γ∗ in the description of Drell-Yan processes.

Figure 2.2: Theory predictions and measurement of the lepton pair invariant mass spectrum
observed in Drell-Yan processes. The horizontal error bar indicates the bin size.
A peak at the Z mass is visible. Taken from [7].
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2 Theoretical Foundations

2.2 Quantum Chromodynamics

Like the electroweak theory, quantum chromodynamics (QCD) is a quantum field
theory. Since there are three different types of charge in the QCD, referred to as
colours, the underlying symmetry group is the SU(3). The Lagrangian is given by:

L = ψ̄i
(
i( /D)ij −mδij

)
ψj −

1

4
GaµνG

µν
a (2.9)

In this formula, D is the covariant derivative of the QCD, ψi,j are the quark fields
and Gaµν is the gluon field strength tensor. Therefore, the first part of the Lagrangian
describes the quark-gluon interactions while the second term corresponds to the
self-coupling of gluons, which is a fundamental property of the QCD.

2.2.1 Confinement and Asymptotic Freedom

With increasing distance between colour charged particles, the self-interaction of the
massless gluons leads to an increasing coupling constant αs. Hence, colour charged
particles are always combined to colour neutral combinations at the femtometre dis-
tance scale. This property of the strong interaction, called confinement, is responsible
for the binding of the quarks inside the proton. The running of αs as a function of
the energy scale of the interaction Q is sketched in Figure 2.3.

Figure 2.3: Running of the strong coupling constant αs as a function of the energy scale Q
of the corresponding interaction. The energy scale is reciprocal to the distance
of the interacting particles. Taken from [8].
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2.2 Quantum Chromodynamics

For collider experiments, the confinement of quarks and gluons implies, that it is
impossible to detect these particles isolated. Instead, if strongly interacting particles
are separated from each other, quark-antiquark pairs are produced from the vacuum.
This process, accompanied by subsequent gluon emission, is called parton shower
and shown in Figure 2.4. In the end, stable hadrons are formed in a process termed
hadronisation. Hence, a quark or gluon in the final state of a process leads to a
cone-shaped bunch of particles, which is called a jet.
In contrast, at the sub-femtometre scale, which corresponds to an energies above

approximately 200MeV, the strong coupling constant becomes small enough to be
used in perturbative calculations. This short distance behaviour is called asymptotic
freedom and the related theory tool is the perturbative QCD (pQCD).

Figure 2.4: Parton splitting that occurs if quarks or gluons are separated from each other.
Taken from [9].

2.2.2 Parton Distribution Functions

Besides the valence quarks of the proton, which define its quantum numbers, a high
number of gluons and quark-antiquark pairs, named sea quarks, exist inside the
proton. They originate from the interactions between the valence quarks.

Therefore, in a proton-proton collision, those gluons and sea quarks, as well as the
valence quarks, carry a fraction of the proton momentum and take part in interactions
between the protons. All these proton constituents are summarised as partons.

For this reason, the knowledge of the probability density function of that momentum
fraction x at a given energy scale Q for each parton is essential for the theoretical
predictions of processes occurring at the LHC experiments. The probability density
at a given energy scale is described by the parton distribution functions (PDFs).

Since the interactions inside the proton correspond to energies below the perturb-
ative QCD, the PDFs have to be determined experimentally. For this purpose, fitting
procedures are performed by various collaborations using different datasets. The
most relevant experiments are shown in Figure 2.5. Thus, PDF fits were mainly

9



2 Theoretical Foundations

Figure 2.5: Experiments providing the data for PDF sets and their covered phase space in x
and Q2. The main contribution comes from DIS measurements at the HERA
collider and fixed-target experiments. Taken from [10]

done with data from deep inelastic scattering (DIS) measurements at HERA [11] and
from fixed-target experiments. A minor contribution comes from experiments at the
Tevatron proton-antiproton collider [12]. Since a few years, the LHC experiments are
working on further PDF constraints.

Examples for collaborations that develop PDF sets are CTEQ [13], NNPDF [14],
MMHT [15], ABM [16] and HERAPDF [17]. An overview can be found in the
LHAPDF library [18].

DGLAP Equations

Given the PDFs at an energy scale Q2
0, they can be calculated for another Q2 > Q2

0
using the DGLAP [19–21] equations. In leading order, they can be expressed as

Q2 ∂

∂Q2

fi(x,Q2)
f̄i(x,Q

2)
g(x,Q2)

 =
αs(Q2)

2π

∑
j

1∫
x

dξ

ξ

Pqiqj (x/ξ) 0 Pqig(x/ξ)
0 Pq̄iq̄j (x/ξ) Pq̄ig(x/ξ)

Pgqj (x/ξ) Pgq̄j (x/ξ) Pgg(x/ξ)

fj(ξ,Q2)
f̄j(ξ,Q2)
g(ξ,Q2)

 (2.10)

where fi(x,Q2) and f̄i(x,Q
2) refer to the PDFs with (anti-)quark flavour i and

g(x,Q2) to the gluon PDF.
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2.2 Quantum Chromodynamics

PAB(x/ξ) are named splitting functions and can be calculated perturbatively.
They describe the probability of a quark or gluon with momentum fraction x to
originate from another parton with higher momentum fraction ξ. The knowledge of
those probabilities is necessary for the evolution to another energy scale because the
Q-dependence of the PDFs is caused by the increasing vertex resolution at higher
energies, as illustrated in Figure 2.6.

Figure 2.6: Schematic diagram of the vertex resolution at different energy scales.

2.2.3 Cross Section Calculation with the Factorisation Theorem

In this section, the cross section calculation for the production of an arbitrary
final state X in proton-proton collisions is described. The factorisation theorem of
QCD allows separating the computation into two parts: A short-range part σ̂ij→X ,
corresponding to the hard process, that can be calculated within perturbative QCD
and a part, that describes long-range effects with non-perturbative but universal
functions. In the case of proton-proton collisions, these functions are the proton PDFs
fi,j .

σpp→X(µr, µf ) =∑
i,j

N∑
n=0

∫
dx1dx2fi(x1, µf )fj(x2, µf )× σ̂nij→X(x1, x2, µr, µf , αs(µr))

(2.11)

The sum runs over all parton flavours i and j, while N is the perturbative order.
The integral covers the momentum fractions x1,2 of the interacting partons while µf

and µr are the factorisation and renormalisation scales. Emissions with pT below µf
are included in the PDFs. The renormalisation scale belongs to the renormalisation
theory [22] introduced to eliminate divergences in higher-order corrections. Usually,
µf and µr are set to the energy scale of the hard process. For N →∞, the total cross
section is independent of µf and µr. However, the perturbative series practically
is truncated, leading to a dependence on the scale choice. Typical orders for cross
section calculations are the leading order (LO), corresponding to N = 0 and the
next-to-leading order (NLO) with N = 1.
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2 Theoretical Foundations

The integral is usually solved with Monte Carlo techniques. The hard process cross
section σ̂nij→X is closely linked to the matrix element [23] of the process.

2.2.4 Monte Carlo Event Generation and Simulation

Many programs are established for perturbative cross section calculations predictions.
For the simulation of an event as it occurs at the LHC, generally referred to as Monte
Carlo event, steps beyond the fixed-order computation are necessary. These steps
are the simulation of parton showering and subsequent hadronisation of the colour
charged partons (see Section 2.2.1) as well as the simulation of the underlying event.
The underlying event summarises secondary interactions of the beam remnants and
multi-parton interactions during the proton-proton collision.
The fixed-order theory predictions can be interfaced to programs performing the

additional simulations, e.g. Pythia 8 [24]. However, it has to be taken care not to
double count higher-order contributions from fixed-order predictions that are present
already in the parton shower approach.
As a last step, after decaying unstable particles (decay length below 2 cm), the

interactions of the remaining final state particles with the detector material can be
simulated in detail using, for example, Geant 4 [25].
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Chapter 3

Experimental Setup

This chapter describes the CMS experiment at the Large Hadron Collider (LHC) as
well as the software tools used for data analysis.

3.1 The CERN and the Large Hadron Collider

Today, the LHC is the largest and most powerful particle accelerator in the world.
It is operated by the European Organization for Nuclear Research, better known
as CERN. It derives its name from Conseil Européen pour la Recherche Nucléaire,
which was the council commissioned to found the international research facility.

CERN currently has 22 member states and about 2400 employees. In addition,
about 10000 scientists from about 600 universities and institutes all over the world
are working at the CERN experiments1 [26].

The LHC is in operation since 2009 and used for proton-proton collisions as well as
for heavy ion physics. In the proton mode, the centre-of-mass-energy at the beginning
was 7TeV. In 2012, it was increased to 8TeV. After an expansion phase from 2013
until 2015, the LHC was relaunched with 13TeV centre-of-mass-energy.
A chain of pre-accelerators is needed before the protons are injected into the LHC.
The acceleration process starts in linear colliders and continues with the predecessors
of the LHC called Proton Synchrotron (PS) and Super Proton Synchrotron (SPS).
The LHC is built inside the tunnel that was once used for the Large Electron–Positron
Collider (LEP). It has a circumference of 27 km and is located at the France–Switzerland
border. An overview of the LHC is shown in Figure 3.1.

Since the LHC is a synchrotron accelerator, the protons (or lead ions) are circulating
in well-defined bunches. They are accelerated by a radio frequency cavity with each
revolution and kept on the desired orbit by about 10000 superconducting magnets
[28].

The four major experiments located at the LHC are called ALICE [29], ATLAS [30],
CMS [31] and LHCb [32]. ALICE is mainly a heavy ion experiment with the aim to

1state: 2013
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3 Experimental Setup

Figure 3.1: The location of the LHC and the four main experiments. Also shown (around
ATLAS): The SPS, which is the final pre-accelerator [27].

study the properties of the quark-gluon plasma, a state that is assumed to be similar
to the very beginning of the universe.
LHCb is arranged to measure especially hadrons with bottom and charm quarks

and examines CP violation as well as rare decay channels.
ATLAS and CMS are competing multi-purpose experiments designed to cover a

wide range of particle physics analyses. Collaborations that independently operate
separate experiments are necessary to be able to mutually support a possible discovery,
as done in 2012, where the detection of a Higgs-like boson was announced by both
collaborations separately.

Since the data used in this thesis are provided by the CMS collaboration, the CMS
experiment is described in more detail in the next section.

3.2 The CMS Detector

The name CMS stands for Compact Muon Solenoid and outlines the features of the
detector:

• Compact: CMS is smaller but heavier than the ATLAS detector.

• Muon: In the design of the CMS detector, a focus was laid on the muon
detection, since it was expected to find the Higgs boson in its decay channels
with muons in the final state.
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3.2 The CMS Detector

• Solenoid: Most detector components are located inside a superconducting
solenoid magnet. The field strength is up to 4T - twice as much as reached
inside the ATLAS detector.

In the following sections, the coordinate system and the detector components are
explained briefly.

3.2.1 Coordinates and Transverse Quantities

The CMS collaboration uses a right-handed coordinate system, which originates
at the nominal collision point inside the CMS detector. The x-axis points roughly
towards the centre of the LHC, the y-axis points vertically upwards and the z-axis
points west along one of the beams. For most purposes, a cylindrical coordinate
system is used with the azimuthal angle ϕ in the x-y plane with ϕ = 0 pointing along
the x-axis and the polar angle θ in the y-z plane with θ = 0 pointing along the z-axis.

Instead of the polar angle θ, usually the pseudorapidity η and rapidity y are used:

η = − ln

[
tan

(
θ

2

)]
=

1

2
· ln
(
p+ pz
p− pz

)
(3.1)

y =
1

2
· ln
(
E + pz
E − pz

)
(3.2)

Here, E is the energy of the particle and pz the momentum along the z-axis.
In the limit of massless particles, i.e. in the highly relativistic limit, y and η become

identical.
The choice of rapidity instead of the polar angle offers several benefits. At first,

compared to the θ, the particle production is flat as a function of y. In addition,
differences in rapidity are Lorentz invariant under boosts along the z-axis.
The initial state momentum along the beam axis is unknown in hadron collider

experiments since the momentum fraction x of the interacting partons is not known
(see Section 2.2.2). For this reason, in many cases, only the quantities perpendicular
to the beam axis are analysed. These observables are denoted with an index "T" for
transverse. For example, pT represents the transverse momentum.
The pT of the colliding partons is often approximated to be zero since it is small

compared to the energy of the collision. With this assumption, a resulting pT after a
collision, denoted as Emiss

T , shows either one or more undetected particles (neutrinos)
or a mismeasurement in the pT of at least one detected object.

The φ∗
η Observable

In addition to transverse momentum and rapidity, a variable called φ∗η is studied in
this thesis. It is defined for event topologies with two leptons that are balanced by a
jet.
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3 Experimental Setup

The definition of φ∗η consists of two parts. The first part depends on the azimuthal
opening angle ∆φ between the leptons. The topology is illustrated in Figure 3.2.
The second part is related to a Lorentz boost along the beam direction into the

system where both leptons are back-to-back. The pseudorapidity difference of the
positively and negatively charged leptons ηl± defines the scattering angle of the
leptons with respect to the beam direction in this frame θ∗ [33]:

cos(θ∗) = tanh

(
ηl
− − ηl+

2

)
(3.3)

Finally, φ∗η is defined as:

φ∗η = tan

(
π −∆φ

2

)
· sin(θ∗) (3.4)

It depends only on angular parameters and can therefore be measured more accurately
than momentum dependent observables. The φ∗η observable is a measure for the
deviation from the back-to-back topology of the leptons. Hence, it is correlated to
the ratio of the lepton pair’s transverse momentum to its mass pllT/m

ll [34]. If only
a small mass range is analysed, as done in this thesis, φ∗η is expected to show a
behaviour similar to pllT.

Figure 3.2: Illustration of the event topology and the definition of the azimuthal opening
angle ∆φ. Two oppositely charged leptons with transverse momentum pl

±

T are
balanced by a jet. The vectorial addition of pl

±

T yield the lepton pairs transverse
momentum pllT.

3.2.2 Detector Components

The CMS detector has a cylindrical structure containing several layers of subdetectors.
This includes a tracker, electromagnetic and hadronic calorimeters as well as a muon

16



3.2 The CMS Detector

detection system. The determination of different particle types using combined
information from the subdetectors is shown in Figure 3.3.

Figure 3.3: A slice through the CMS detector shows the identification of different particle
types from the combination of signals in the subdetectors. Taken from [35]

The CMS detector consists of a central barrel region and endcaps on both sides as
shown in Figure 3.4.

Tracker

The innermost component is the tracker. Its purpose is to measure the trajectories
of charged particles. Due to the magnetic field within the CMS detector and the
resulting Lorentz force, the particle tracks are bent. Therefore, the tracker is able
to measure the particle’s momentum and to differentiate between positively and
negatively charged particles. In addition, the track can be extrapolated to its origin,
and it can be concluded, whether a particle originates from a hard interaction.
The tracker consists of several layers of silicon diodes that are reverse biased. A

charged particle passing the diode generates electron-hole pairs that cause a pulse of
electrical current.

In the barrel region, the first three layers are structured in a pixel design to reach
the highest possible resolution. In the endcap, two layers of pixel detectors are
installed. The following layers consist of silicon-strips.

17



3 Experimental Setup

Figure 3.4: The CMS detector consists of a barrel region complemented with endcaps on
both sides. It contains several components, arranged in layers. The tracker
is located nearest to the interaction point, followed by electromagnetical and
hadronic calorimeters, the superconducting magnet and the muon chambers.
Taken from [36].

Calorimeters

The second and third components of the detector are calorimeters.
The aim of calorimetry is to induce a particle shower when a particle enters, and

finally to absorb the incoming particle’s energy completely. The deposited energy
is measured in an active material such as a scintillator. The active material can
be the same as the absorber material, or two different materials can be ordered in
alternating layers. The energy of the incoming particle can be calculated from e.g.
the amount of light emitted by the active material.
The inner calorimeter of the CMS detector is optimised for electrons, positrons

and photons and therefore called electromagnetic calorimeter (ECAL). It consists
of lead-tungstate crystals, which is a dense, scintillating material. The high density
corresponds to a short radiation length, which is X0 = 0.89 cm. The total length of
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3.2 The CMS Detector

the ECAL is 25.8 X0.
Since the nuclear interaction length λI exceeds the radiation length of lead-tungstate

by far, hadrons deposit only a small part of their energy in the ECAL and afterwards
enter the hadronic calorimeter (HCAL). The CMS HCAL consists of alternating
layers of brass and a plastic scintillator.

The resolution of calorimeters σE
E can be parametrised as follows:

σE
E

=

√(
A√
E

)2

+A2 +

(
C

E

)2

(3.5)

The first term corresponds to the statistical fluctuations of the particle shower that
propagate into the energy measurement. The second term takes the possibility into
account that the particle energy is not deposited completely. The third term describes
the noise contribution.

Muon Chambers

Because of their high mass, muons are much less affected by bremsstrahlung than
electrons and are not absorbed in the calorimeters. Therefore, an additional tracking
system, especially for muon detection, is installed outside the solenoid. Three different
types of gaseous detectors are used. Drift Tubes (DT) are applied in the barrel region.
They consist of positively charged wires inside a gas tank. Muons passing these
chambers ionise the gas. The knocked out electrons drift towards the wires causing
an electrical current. In addition, the distance from the wire is calculated from the
time until the electrons reach the wire.
In the endcaps, where a large amount of background from the beam remnants

exists, and the magnetic field is inhomogeneous, Cathode Strip Chambers (CSC) are
used instead. Basically, negatively charged copper strips are added perpendicular
to the wires. This adjustment increases the drift speed of the electrons. Another
signal is caused by the ions that are drifting towards the strips. Hence, the position
calculation is less dependent on the magnetic field.
In addition to both systems, Resistive Plate Chambers (RPC) are utilised to

provide a faster response, which is needed for the triggering that will be discussed
in the following section. They consist of two parallel and oppositely charged plates,
providing a powerful and uniform electric field. Behind the anode, detecting strips
are installed to determine the muon position roughly.

The muon chambers cover a rapidity range of |η| < 2.4.

3.2.3 Event Triggering

At the 2016 run period, bunch crossings are taking place every 25 ns, which leads to
several billions of proton-proton collisions per second. It is not feasible to read out
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and save all data from these events. Therefore, a mechanism is necessary to select
events, which are potentially interesting for physics analyses. The CMS collaboration
uses a multilevel trigger system for this purpose.

The first component is the hardware-based Level 1 (L1) trigger that receives only
reduced information from the calorimeters and the muon system. It evaluates every
single collision and preselects events according to simple signatures e.g. one or more
high pT objects. The L1 trigger reduces the number of valid events by about four
orders of magnitude to a maximum of 100 kHz.
The preselected events are pipelined to the High Level Trigger (HLT) for further

evaluation. The software-based HLT reconstructs candidates for all kinds of particles,
now also including the tracker information and applies further selection criteria to
them. Depending on the reconstructed particle candidates, the event is matched to
predefined HLT paths. For example, an event with two muon candidates is matched
to double muon HLT paths as well as to single muon HLT paths, if kinematic criteria
required by these paths are fulfilled.

In summary, less than 800 events each second are passing the HLT algorithm and
are stored in the computing centre at CERN.

3.2.4 Muon Reconstruction

There can be various detector signals that indicate a certain particle. The analyst
has some flexibility to determine the requirements for the signal to be identified as
that particle. Since this thesis is based on muon measurements, the reconstruction of
muons is explained exemplarily in this chapter.

The first part of the muon reconstruction refers to the quality of the signal. Three
different working points called IDs are defined by the CMS collaboration: loose,
medium and tight. The loose working point rejects signals in the muon chambers
without matched hits in the inner tracker. The medium working point adds additional
criteria on the quality of the hits inside the tracker or the muon chambers while the
tight selection requires, besides other criteria, a global fit including hits in the muon
chambers and the tracker.

While the loose ID is highly efficient, the tight ID is designed to contain almost no
objects classified as muons wrongly.

Besides this, the isolation of the muons can be an additional requirement. Muons
can occur inside of jets as a result of hadron or tau decays. In that case, the
momentum of hadrons and photons measured by tracker and calorimeters is elevated
in a cone around the muon. A loose and a tight isolation working point are established
with different thresholds regarding the ratio between muon pT and pT of the particles
around it.
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3.3 Luminosity and Cross Section

The cross section σ is a measure of the probability that a certain process occurs. It
is related to the number of events N by the integrated luminosity Lint:

σ =
N

Lint
(3.6)

The luminosity depends on several parameters of the LHC proton beams and is
obtained by the CMS collaboration with so-called Van der Meer scans [37]. The idea
of this method is to use runs with different beam separations to calibrate the absolute
luminosity scale. The luminosity in a certain run period in relation to the absolute
scale is determined from the particle flux measured in the silicon pixel detector. The
uncertainty of the luminosity measurement is estimated to be 2.5% [38].

3.4 Software Tools used for Data Analysis

In 2016, the CMS experiment stored several petabytes of event information in
computing centres all over the world summarised as the Worldwide LHC Computing
Grid (WLCG). It is structured hierarchically around the computing centre at CERN.

A lot of tools needed for data analysis are provided centrally in the CMS software
framework (CMSSW) [39]. The software is based on the Event Data Model (EDM)
concept where events are handled completely independent from each other. Hence,
the workflow is highly parallelisable.
The CMSSW tools are included in several analysis frameworks developed by the

working groups. In this thesis, frameworks developed at the KIT called Kappa [40]
and Artus [41] were used.

3.4.1 Artus and Kappa Frameworks

The first step of the analysis is called skimming and done with (Kappa). During
the skimming step, the objects required for further analysis are written out in a
Kappa specific data format. This step also can be used for a first event selection, e.g.
cuts on several objects can be performed, and HLT paths (see Section 3.2.3) can be
chosen. In addition, jet algorithms are applied in the skimming. These algorithms
cluster particles, assumed to originate from the same hadron, to a jet object (see
Section 2.2). The Kappa data format is optimised to reduce disk space. Kappa
can handle different CMSSW data formats. Hence, another advantage of the Kappa
output is its independence from the input format and the CMSSW version used for
skimming.
The Kappa output is further processed with the Artus framework. Artus has

a modular structure, where modules are classified as producer, filter or consumer.
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Producers calculate additional quantities, define objects and apply corrections. Filters
reject events and consumers are responsible for writing out the desired observables
to a ROOT [42] file. Artus has an expansion particular for Z+jet studies called
Excalibur [43]. Because of the code separation, Artus can be used efficiently for
many kinds of analyses and easily modified by adding additional modules. Artus
is used by several working groups including the group performing the official Z+jet
energy calibration for CMS.

Figure 3.5: Event pipelining in Artus. The event information from the Kappa file is
stored in the event class. Configuration is done via a global setting file. Several
producers, filters and consumers can access additional variables stored in the
product class. The consumers write the results to the output file. Taken from [41].
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Chapter 4

Measurement of the Z(→ µµ) + jets Cross
Section

This chapter is dedicated to the measurement of the cross section of Drell-Yan
processes.
These processes are characterised by a large cross section and a clear signature,

which leads to a low background fraction for invariant lepton pair masses around the
Z boson mass (see Section 2.1). In addition, muons are the most accurately measured
particles in the CMS experiment. Therefore, exclusively the muon decay channel of
the Z boson is studied in this analysis.

The vast majority of Drell-Yan events occurs in association with one or more jets,
which balance the transverse momentum pT of the Z boson. This process is denoted
as Z(→ µµ) + jets in this thesis.

The measurement of jets is challenging and therefore, measured jet properties suffer
from large uncertainties. For this reason, no selections with respect to the occurring
jets were performed in this thesis, and no jet observables were studied.

The Z(→ µµ) + jets cross section is measured double-differentially as a function of
pT and absolute rapidity |y| of the dimuon system identified as Z decay. In addition,
a second cross section measurement is performed as a function of φ∗η and dimuon |y|.
The φ∗η observable is explained in Section 3.2.1. These measurements are compared
to study the advantages and disadvantages of both observables for the purpose of
Z(→ µµ) + jets cross section measurements and PDF studies.
The first part of the data collected by the CMS detector in the year 2016 from

proton-proton collisions at a centre-of-mass energy of 13TeV were analysed for this
purpose. These data correspond to an integrated luminosity of 12.5 fb−1.
The CMS collaboration provides simulated events for all relevant processes with

a detailed simulation of the CMS detector included in addition to the data. These
simulations will be referred to as Monte Carlo samples. The event status before the
detector simulation is named generator level. The properties of particles after the
detector simulation is applied, are referred to as detector level properties.

More information on the used data and Monte Carlo samples is given in Table A.1
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4 Measurement of the Z(→ µµ) + jets Cross Section

in the appendix.

4.1 Event Selection

The detector signature of a Z(→ µµ) + jets event is characterised by two isolated
muons, i.e. muons that are not embedded in a jet, as explained in Section 3.2.4. For
the Z candidate reconstruction, each pair of oppositely charged muons is considered.
If more than two muons occur in an event and pass the following selection criteria,
the combination with dimuon invariant mass closest to the Z boson mass is selected.
All muon properties discussed in this thesis are related to the muons chosen for Z
reconstruction. In this thesis, the index Z in a formula symbol refers to the dimuon
system reconstructed as Z decay.
The phase space region considered in the measurement is selected to achieve

accurate results in experimental terms as well as in theoretical terms.
Trigger efficiencies are characterised by a turn-on curve (will be discussed in more

detail in Section 4.2). A lower limit is required for the transverse momentum of the
muons pµT to achieve a high trigger efficiency:

pµT > 27 GeV (4.1)

Muon reconstruction is most accurate in the centre of the detector, where the detector
is well-calibrated. Therefore, events are selected based on muon pseudorapidity |ηµ|:

|ηµ| < 2.3 (4.2)

The Z boson peak in the dimuon invariant mass spectrum was utilised to reject the
vast majority of background. The invariant mass of the dimuon system mZ has to be
close to the Z boson mass [44]:

|mZ − 91.1876 GeV| < 10 GeV (4.3)

For an additional background rejection, a threshold for the maximum number of
muons nµ is introduced:

nµ < 4 (4.4)

For measurements as a function of φ∗η, only events with pZT > 5 GeV are selected.
The binnings chosen for the double-differential cross section measurements are

shown in Table 4.1.
Low pZT and low φ∗η regimes are not included in the analysis since theory predictions

including soft gluon resummation would be necessary to achieve reliable theory
predictions in this phase space [45].

A comparison between different Monte Carlo generators and data as a function of
|yZ | at 13TeV is presented in [46]. In the high rapidity region, significant discrepancies
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between the Monte Carlo generators are visible, indicating insufficient constraints
on the theory. The phase space region |yZ | > 2.0 is therefore not included in the
double-differential measurements for the purpose of PDF extractions.

Observable Binning

pZT / GeV [40, 45, 50, 55, 60, 70, 75, 80, 90, 110, 130, 150, 170, 200, 250, 400]

φ∗η [0.40, 0.45, 0.50, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 1.0, 1.25, 1.5, 2, 3, 4, 6, 12, 25]

|yZ | [0, 0.4, 0.8, 1.2, 1.6, 2.0]

Table 4.1: Binning for the double-differential cross section measurements performed either
as a function of pZT and |yZ | or as a function of φ∗η and |yZ |.

4.2 Muon Triggering and Reconstruction

Not each Z(→ µµ) + jets event occurring in a proton-proton collision is identified.
This leads to a lower observed event rate than the real one. The efficiency of triggering
and reconstructing muons is measured double-differentially as a function of pµT and
|ηµ| with the tag and probe method [47, 48] to quantify this effect.

The first step of the event selection is the triggering described in Section 3.2.3. In
this analysis, HLT paths are chosen, which require at least one isolated muon. The
efficiency of this trigger as a function of pµT can be seen in Figure 4.1 on the left side.
This distribution is typical for trigger efficiencies. A sharp turn-on curve proceeds to
a flat plateau area for higher transverse momenta. It is sufficient if one muon triggers
the event. Therefore, the total trigger efficiency εtrig for events with two muons is

εtrig = 1−
[
(1− εµ1

trig) · (1− ε
µ2

trig)
]

(4.5)

where εµitrig refers to the trigger efficiency of the first or second muon selected for Z
reconstruction, ordered by pT.

In Section 3.2.4, different ID and isolation working points of a muon were discussed.
The efficiency of the muon reconstruction depends on the working point applied in
the analysis.

The efficiencies for all combinations of ID and isolation working points as a function
of pµT are shown on the right side of Figure 4.1. The isolation strongly depends on the
transverse momentum. Therefore the working points with tight isolation are much
less efficient in the low pT region than those with loose isolation, while at high pT,
the efficiency primarily depends on the chosen ID.

The efficiencies as functions of |ηµ| are visualised in Figure A.1.
In addition to ID and isolation, an efficiency on the tracking has to be taken into

account.
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4 Measurement of the Z(→ µµ) + jets Cross Section

Figure 4.1: Efficiency of the used HLT paths (left) and the reconstruction efficiency for the
provided combinations of muon ID and isolation (right) as a function of pµT. The
trigger shows a turn-on curve with deflection point at 22GeV. Horizontal error
bars represent the bin sizes.

The tracking inefficiency is caused by highly ionising particles (HIPs) saturating
the amplifier in the silicon strips, leading to the temporary blindness of the affected
strips. This issue is referred to as HIP effect [49].

Since both muons have to be identified, the reconstruction efficiency εreco is calcu-
lated as follows:

εreco = εµ1

ID · ε
µ2

ID · ε
µ1

Iso · ε
µ2

Iso · ε
µ1

Trk · ε
µ2

Trk (4.6)

Here, εID refers to the ID efficiency, εIso to the isolation efficiency and εTrk to the
tracking efficiency. All particular efficiencies depend on pT and |η| of the related
muon.

A weight weff was applied to each event to compensate for the efficiency:

weff =
1

εreco · εtrig
(4.7)

To decide, which ID and isolation working points to use, a same sign test was
performed:

Since the charge of objects misidentified as muons is randomly distributed, muons
with the same charge were taken for the Z reconstruction algorithm to estimate the
number of events including misidentified muons. As shown in Figure 4.2 (left), the
loose ID leads to a much higher number of events with a same sign muon pair than the
other working points. Therefore, this working point is inappropriate for a precision
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study. The performance of the medium ID and tight ID are similar. As expected, the
tight isolation point leads to fewer events with a same sign muon pair as the loose
isolation, but the difference is much smaller than that between loose and tight ID. In
this analysis, the loose isolation was chosen to benefit from the high efficiency of this
working point.

For the analysed datasets, there were issues with the medium ID due to the HIP
effect mentioned above. For this reason, the definition of the medium ID was changed
during the 2016 data taking. The tight ID was used in this analysis to ensure
consistency with the data recorded later in 2016, which might be included in further
analyses.

Another task of the muon reconstruction workflow is to correct for the bias on the
muon pT caused by tracker misalignments. The approach is based on shifted dimuon
mass spectra near the peak at the Z mass depending on charge, pseudorapidity η and
azimuth angle φ of the muon [50, 51].

On the right side of Figure 4.2, the dimuon mass is visualised with and without mo-
mentum corrections applied. A shift of the peak towards the Z mass (91.1876GeV [44])
is visible for the corrected data.

4.2.1 Verification of Efficiency Weights

To validate the weights that were applied to correct for muon trigger and reconstruction
efficiency, the signal Monte Carlo sample was used to compare reweighed distributions
to reference distributions, which are independent of the particular efficiency.
For the verification of the trigger efficiency weight, the pT distribution of the

leading muon was analysed without a simulation of the CMS trigger system and
with the trigger simulation and reweighing (according to Eq. 4.5). To verify the
reconstruction efficiency, the event selection specified in Section 4.1 was applied at
generator level. The leading muon pT distribution obtained with this selection was
compared to the distribution, where the same generator level restrictions were applied
and in addition, two reconstructed muons without further restrictions were required.
The latter distribution was reweighed according to Eq. 4.6. As shown in Figure 4.3,
the differences between the distributions in each case are of the order of 1% and
within the uncertainties on the particular weights.

27



4 Measurement of the Z(→ µµ) + jets Cross Section

Figure 4.2: Left: Subleading muon pT, considering only events, where a Z boson could be
reconstructed from muons with the same sign (same sign test) with different
reconstruction working points and related weights applied. Right: Dimuon mass
spectrum with and without momentum corrections applied. The Z boson mass
(91.1876GeV [44]) is illustrated to show that the corrections shift the peak
towards it.

Figure 4.3: Validation of the muon reconstruction (left) and the event triggering (right). For
the validation of the trigger weights, Monte Carlo samples with and without
trigger simulation were compared. To verify the reconstruction efficiency, the
generator level distribution without any detector level restrictions was compared
with a selection where two reconstructed muons without further restrictions
were required in addition. Weights to compensate for trigger and reconstruction
efficiency were applied. The error bars represent the uncertainty on the applied
weights.

28



4.3 Background Estimation

4.3 Background Estimation

Besides Z(→ µµ) + jets events, many other processes can lead to the observed final
state in the detector. To estimate their contribution, the most important background
processes are simulated:

• tt̄: Since top quarks always decay into a W boson, the muons originate from
both W bosons decaying into a muon and a muon neutrino. A high number of
jets and Emiss

T are characteristic of this process.

• WZ: With the Z decaying into a muon pair, the final state of this process is not
distinguishable from a Z(→ µµ) + jets event. Since the muons originate from a
Z decay, WZ events are expected to follow the same dependency on the Z mass.

• ZZ: Like WZ events, two muons in the final state are observed if one Z decays
into a muon pair.

• WW and tW: Similar to tt̄, two muons are observed if both W bosons decay
into a muon and a muon neutrino. Therefore, missing transverse energy (Emiss

T )
is typical for these events.

• W+jets and QCD processes: These events do not lead to a final state with
two muons, but a jet can be misidentified as a muon. These processes are
not simulated, but taken into account with the same sign test explained in
Section 4.2.

• Z → ττ : If both taus decay into a muon, a final state with two muons is
observed. Since neutrinos occur at the tau decay, these events can be identified
by their Emiss

T . In addition, the invariant mass spectrum of the dimuons is
expected to be shifted towards lower masses since the neutrinos are not taken
into account for the Z boson reconstruction.

The contributions of the different background processes can be seen in Figure 4.4
on the left. Their cross sections and the number of observed events are reported in
Table 4.2.

For the ZZ and WZ samples, the expected dependence on the dimuon mass can be
observed. Likewise, the shift to lower dimuon masses is visible for Z → ττ events,
leading to an effective suppression of these events due to the mZ restriction.

The largest background contribution comes from tt̄ due to the large cross section of
this process compared to diboson production. It would be possible to reject large parts
of tt̄ events as well as other background processes with a threshold on Emiss

T . However,
the detector calibration for 2016 data is still in progress and mismeasurements in jet
pT can lead to Emiss

T , which would reject Z(→ µµ) + jets events wrongly.
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Process Cross Section / pb Cross Section Dimuon /pb Events

Z → ll 5760 [52] 1920 68588757

tt̄ 830 [53] 9.7 7590
WZ 42.3 [54] 1.5 6034
ZZ 15.4 [55] 1.1 4250
WW 119 [56] 1.4 947
tW 70 [57] 0.8 714
W+jets/QCD data - - 609
Z→ ττ 1920 [52] 58 460

Table 4.2: Overview of background processes and their cross sections for
√
s = 13 TeV. The

signal Z → ll Monte Carlo sample includes Z→ ττ events. The total cross section
is reported as well as the cross section in the relevant decay channels. No indirect
decays via taus are included in the calculation of the cross section that leads to
the same final state as Z(→ µµ) + jets. These events are expected to be filtered
by the event selection according to mZ . Branching ratios are taken from [44].
The number of expected events is normalised to a luminosity of 12.5 fb−1.

The background-to-signal ratio does not exceed 3% in a single phase space region,
as shown in Figure 4.4 (right) for the dimuon mass distribution and in Figure A.2 as
functions of pZT and φ∗η. Hence, further event selections to decrease the background
fraction are not expedient, and no restriction with respect to Emiss

T is applied.
The relative background contribution is lowest at the Z mass and increases further

away from the peak. Hence the dimuon mass limits, as expected, decrease the
background-to-signal ratio.
The data based cross check for processes, where muons with uncorrelated charge

occur, such as W+Jets and QCD processes with jets falsely identified as muons, yield
a minor contribution compared to the other background processes.
Unless otherwise stated, the background contributions were subtracted from the

data. An exception is the Z → ττ contribution, which is included in the signal
Z → ll+jets Monte Carlo sample and therefore not subtracted but considered in the
unfolding procedure that will be explained in Section 4.5.

4.4 Detector Level Comparisons

Comparisons between measurement and detector simulation are an essential method
to validate the detector simulation as well as the used software configuration. These
comparisons were made using signal and background Monte Carlo samples. The
Z→ ττ contribution was removed from the signal Monte Carlo sample to obtain a
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Figure 4.4: Contribution of the different background processes (left) and estimated back-
ground to signal fraction (right). Both as a function of the dimuon mass.

simulation of Z(→ µµ) + jets events.
For illustration purposes, the background was not subtracted from the data. Instead,

the background contribution is shown separately.
In this section, an extended phase space region was studied to analyse the impact

of the event selection introduced in Section 4.1. The restriction on the muon pseu-
dorapidity was left at |ηµ| < 2.3. The muon pT thresholds were lowered to 22GeV,
and the observed invariant dimuon mass range was increased to 20GeV around the Z
mass.
Afterwards, the event selection was tightened successively after studying the

particular observable.
Figure 4.5 shows the transverse momenta of the muons. Differences between data

and simulation are within 5%. For the leading muon, a shift towards higher pT is
observed in the simulation. This phenomenon is also observed in other analyses,
e.g. in [46]. The differences are largest below 27GeV, where the trigger efficiency is
low. Therefore, this phase space region was excluded in the further analysis. For the
second muon, no sizeable deviations between data and Monte Carlo are observed.

Figure 4.6 shows invariant mass and transverse momentum of the dimuon system.
The position of the peak in the invariant mass distribution agrees well between data
and simulation. In the mass range below the peak, the background-to-signal ratio
increases for lower masses, caused by the increasing contribution of Z→ ττ events
and the decreasing number of signal events. In the high mass region, an excess in
data is visible. These are the reasons for the restrictive dimuon mass requirement
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Figure 4.5: Comparison of detector level data and simulation for transverse momentum of
the leading (left) and subleading (right) muon. The leading muon distribution is
shown with a lower threshold of 22GeV on both muons, and a dimuon mass range
of 20GeV around the Z mass. In the second muon distribution, the threshold
on the leading muon was increased to 27GeV.

Figure 4.6: Comparison between data and detector level simulation for invariant mass (left)
and transverse momentum (right) of the dimuon system. The mass distribution
is shown in an extended range.
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(see Section 4.1) chosen for the cross section measurement.
Concerning the dimuon momentum distribution, deviations of up to 10% are

observed between data and simulation in the low pZT region. The observed behaviour
can be caused by the missing resummation calculations in the theory predictions used
for the simulation (see Section 4.1). For pZT > 250GeV, an increasing excess in the
simulation is visible.

Both effects are also described in other analyses [46, 58, 59].
The relationship between φ∗η and the dimuon transverse momentum can be seen

in Figure 4.7 on the left. Both observables are clearly correlated, as assumed in

Figure 4.7: Left: Distribution of the data as a function of pZT and φ∗η. A clear correlation
between both observables is visible. Right: Detector level comparison of data
and simulation as a function of φ∗η. All event selection criteria described in 4.1
are applied.

Section 3.2.1. The comparison of the φ∗η distribution between data and simulation
(right side of Figure 4.7) shows a similar behaviour as the pZT distribution. This
analogy includes the good agreement between data and simulation in the medium φ∗η
region and discrepancies at low and high φ∗η, although they are less prominent than
in the pZT distribution.
The angular distributions of the dimuon system are shown in A.3. Concerning
|yZ |, discrepancies between data and simulation are observed in the challenging
outer detector region that is not included in the double-differential cross section
measurements, as outlined in Section 4.1. The number of observed events is distributed
uniformly in φZ .
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4.5 Unfolding

The measured observables differ from their true values due to the detector response.
These deviations concern the shape of the measured distributions as well as the total
cross section in the observed phase space. For example, the peak in the dimuon mass
spectrum is smeared at detector level, which leads to a higher event loss due to the
mass restriction.
To compare observations with theory predictions, without applying a detector

simulation to each of the latter, the measurement has to be corrected for these effects.
This is done by unfolding.

Mathematically, the detector response can be described as

g(x) =

∫
R(x|y) · f(y)dy (4.8)

where g(x) is the measured distribution, f(y) the true distribution and R(x|y) the
response function. These functions can be determined using Monte Carlo samples
with a simulation of the CMS detector. Since the analysed distributions are binned in
this thesis, Eq. 4.8 turns into a discrete problem, and the response function becomes
the response matrix. Hence, from a purely mathematical point of view, the response
matrix has to be inverted to calculate f(y) for the data.
Although the matrix inversion method is a statistically correct way to solve the

unfolding problem, it turned out that, in many cases, it is not working as desired.
The reason is that this method is not able to distinguish statistical fluctuations from
the structure of the detector response. As a result, the anti-correlation between the
bins is often overestimated, and the solution shows an oscillating behaviour.

Another simple method is the bin-by-bin correction. Thereby, the response matrix
is replaced by a correction factor according to the difference between true and observed
number of events in each bin. However, this method is also inappropriate in many
cases, as it ignores correlations between bins completely.
Therefore, several unfolding algorithms are established in high energy physics,

which rely on a kind of regularisation of the response matrix. In this analysis, the
iterative D’Agostini method described in [60] is used. It is based on Bayes’ Theorem:

R(y|x) =
R(x|y)p(y)∑
y R(x|y)p(y)

(4.9)

As included in the RooUnfold [61] package, which was used in this analysis, at
the beginning of the unfolding procedure, the generator level distribution is taken
as prior p(y). For each further iteration, the result of the former iteration is taken
as new prior. The level of regularisation depends on the number of iterations. For
infinite iterations, this method converges to matrix inversion [62].
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The event selection explained in Section 4.1 was applied at generator level (represent-
ing the true distribution) and detector level (representing the measured distribution).

The signal Monte Carlo sample includes also Z→ ττ events. They were identified
and removed at generator level. Hence, the subtraction of those events is part of the
unfolding, as mentioned in Section 4.3.
In Figure 4.9, the normalised response matrices are shown for dimuon transverse

momentum and φ∗η. For both distributions, but especially for φ∗η, the vast majority

Figure 4.8: Normalised response matrices for pZT (left) and φ∗η (right). The detector level
distributions are shown on the x-axis and the generator level distributions on
the y-axis.

of entries are located in the diagonal elements. A low migration between adjacent
bins is visible and only very few events migrate to bins further away from their true
values. Thus, it can be concluded that the resolution of the muon reconstruction in
the CMS detector is high compared to the bin sizes. The asymmetric shape of the φ∗η
related response matrix is caused by the limited number of events in the Monte Carlo
sample. The off-diagonal elements are only filled with one or two individual events in
the high φ∗η region. Thus, as predicted in Section 3.2.1, the influence of migration
effects between the bins can be decreased by replacing pZT with φ∗η in the analysis.

The comparison between the unfolded data and the data before unfolding is shown
in Figure 4.9. The differences are at the level of only a few percent. In the first bin
of the pZT distribution, a somewhat higher impact of the unfolding is visible, which is
caused by the neglection of migration effects from outside the unfolded phase space.
Extended pZT and φ∗η ranges were unfolded to avoid this effect in phase space regions
included in the cross section measurement.
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Figure 4.9: Comparison between the unfolded data and the background subtracted data
before unfolding. The unfolding was performed with respect to the shown
observable, pZT (left) and φ∗η (right), respectively.

The increased detector resolution in the φ∗η distribution leads to a more regular
unfolding correction compared to pZT.
For the double-differential measurement, the unfolding was performed in the

particular |yZ | regions. This approach neglects fluctuations between the |yZ | bins.
However, these migration effects were studied and found to be negligible. The
corresponding plots for the double-differential measurements can be found in the
Figures A.4 and A.5.

As an additional study, the unfolding was performed with the matrix inversion and
the bin-by-bin method. Furthermore, the number of iterations used in the iterative
D’Agostini approach was varied. The results are shown in Figure 4.10. The differences
between the unfolding methods are less than 1%. The highest deviations to the
D’Agostini method with four iterations are observed for the bin-by-bin unfolding as
a function of pZT while the unfolding results are robust against an increase in the
number of iterations up to matrix inversion.
For unfolding with respect to φ∗η, an excellent agreement between all studied

methods can be observed.
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4.6 Final State Radiation Studies

Figure 4.10: Comparison of different unfolding methods for pZT (left) and φ∗η (right). Analysed
were matrix inversion and bin-by-bin unfolding. Also, the number of iterations
used for the D’Agostini method was varied. Shown is the ratio of the data,
unfolded with the particular methods to the data unfolded with the D’Agostini
method using four iterations. No uncertainty is shown, since the uncertainty
that arises from the choice of the unfolding algorithm was not studied.

4.6 Final State Radiation Studies

Until now, the Z boson was reconstructed from muons as they appear in the final
state of the event. It has to be considered that a muon can emit photons and therefore
changes its properties after its emergence in the Z boson decay. The impact of this
final state radiation (FSR) was studied using the generator level information of the
Monte Carlo. All generated particles and their decay products are listed in the event
information so that the muons occurring in the final state of the event generation
can be retraced to the original muons.
On the left side of Figure 4.11, the leading muon pT is shown exemplarily before

and after FSR. The muons lose a noticeable amount of their pT due to FSR.
Figure 4.11 (right) shows the dimuon mass distribution of pre-FSR and post-FSR

muons. The spectrum is shifted and smeared due to FSR. Especially the tail below
the Z mass is enriched, because of migration from the peak. Both effects lead to a
lower amount of events passing the selection after FSR is considered. To correct the
data for the discrepancy, the FSR effect was studied as a function of the dimuon
transverse momentum, φ∗η and absolute dimuon rapidity, as shown in Figure 4.12.
The ratio between the pre-FSR distribution and post-FSR distribution is nearly
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4 Measurement of the Z(→ µµ) + jets Cross Section

Figure 4.11: Comparison of the generator level leading muon pT and the dimuon mass
spectrum before and after FSR. Only |ηµ| < 2.3 is required. The red area is
not considered in the cross section measurement. The muons are ordered by
pT before FSR. The second muon pT and the momentum of the reordered post
FSR muons are shown in Figure A.6.

independent of |yZ |. In the dimuon pT and φ∗η distribution, due to the steeper
spectrum, uncertainties are larger. Regardless, the ratio is in agreement with a
constant factor in the observed phase space. Therefore, a constant was fitted to
the rapidity ratio to determine the FSR correction weight wFSR. Fits to the other
distributions lead to similar results. To estimate an uncertainty on this weight, further
studies with different Monte Carlo generators are expedient. However, this could not
be achieved within this thesis. Hence, a preliminary ad hoc estimation was done:

wFSR = 8%± 2% (4.10)
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4.6 Final State Radiation Studies

Figure 4.12: Comparison of the generator level dimuon pT (top left), φ∗η (top right) and |yZ |
(bottom) distributions before and after FSR. The event selection as described
in Section 4.1 is applied on generator level. The ratio is in agreement with a
constant correction factor in the observed phase space regions.
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4 Measurement of the Z(→ µµ) + jets Cross Section

4.7 Experimental Uncertainties

The approaches to estimate the different uncertainties are based on the Z(→ ee)+jets
analysis at

√
s=8TeV performed by Dominik Haitz [59].

• Trigger and reconstruction efficiencies: The uncertainties on the trigger and re-
construction efficiency are provided as functions of muon pT and pseudorapidity.
To propagate them to the observables of interest, the event weights are recalcu-
lated varying the efficiencies one standard deviation upwards and downwards.
The larger deviation is taken as uncertainty.

• Background: Since the background contribution is low (see Section 4.4), the
uncertainty on each Monte Carlo sample is not studied in detail. Instead, a
conservative ad hoc estimation is done: The uncertainty is estimated to be 50%
of the total background distribution. The reason for the high uncertainty is
that the background Monte Carlo samples are mainly leading order simulations
normalised to higher order cross sections. Hence, the background distribution
in a certain phase space region is not simulated accurately.

• Luminosity: The uncertainty on the integrated luminosity is 2.5% for all data
recorded in 2016 (see Section 3.3).

• Statistical and unfolding: The statistical uncertainties on data and Monte Carlo
are given by the square root of the number of entries in each bin. To estimate the
influence of unfolding, 107 pseudo-experiments are generated, where measured
distributions and response matrix are varied simultaneously according to their
statistical uncertainties. The mean and standard deviation are calculated from
the results of these pseudo-experiments.

• Final state radiation: The uncertainty on the FSR modelling was estimated to
be 2% as discussed in Section 4.6.

The uncertainty on the muon energy scale was not studied in the course of this thesis.
It is expected to be relevant, if at all, only in the high pZT phase space region [46].
Figure 4.13 shows the values obtained for the different uncertainty sources as

functions of pZT and φ∗η. The distribution is similar for both observables. One notable
difference is the uncertainty on the reconstruction efficiency, which shows a flatter
behaviour for φ∗η than for dimuon pT.
The uncertainties in the particular dimuon rapidity regions are shown in the

Figures A.7 and A.8.
The sources are assumed not to be correlated to each other, and therefore, the

total uncertainty is obtained by adding them quadratically. Besides the statistical
uncertainty, the FSR uncertainty was assumed to be uncorrelated between the different

40
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bins. The reason for this assumption is that the uncertainty on the FSR effect is a
preliminary estimation and the suggestion of a constant factor (see Section 4.6) still
has to be validated. This approach possibly overestimates the statistic component
of the FSR uncertainty. On the other hand, the other uncertainties were treated
as completely correlated between the bins, and the statistical part on the efficiency
uncertainties was not estimated separately. This part is small in most phase space
regions, although in the high rapidity region, it may have an impact on the total
uncorrelated uncertainty.

The main sources of uncertainty are the reconstruction efficiency, luminosity and
FSR. The accuracy of the reconstruction efficiency is expected to increase with
further calibration of the detector for 2016 data, especially the statistical part of
the uncertainty will be negligible for the final efficiency calculation. Hence, the
assumption of a fully correlated uncertainty will be reasonable using the complete
2016 dataset [63].

The luminosity measurement is already published for the analysed dataset. Hence,
this uncertainty is the final result. Concerning FSR, a more precise estimation of the
correction factor can be achieved by further studies.
The total uncertainty amounts to about 4% to 5% for the single differential

measurement and increases for high pZT and φ∗η. In the outermost rapidity bin, the
uncertainty reaches up to 9% in the highest φ∗η bin analysed.

Figure 4.13: Estimation of experimental uncertainties as functions of pZT (left) and φ∗η
(right). The total uncertainty is obtained by adding the values obtained for the
individual sources quadratically.
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Chapter 5

Theory Predictions for the Z(→ µµ) + jets Cross
Section

In this chapter, the workflow to obtain theory predictions for the Z(→ µµ) + jets
cross sections using perturbative QCD (see Section 2.2.3) is presented. In addition,
the sensitivity of the cross sections to the PDFs is studied and theory uncertainties
are estimated.

5.1 Computation Workflow

Sherpa [64] was used to calculate fixed-order theory predictions for the Z(→ µµ)+jets
cross sections at next-to-leading order using the same phase space selections as applied
to the measurements (see Chapter 4.1). The virtual corrections were calculated with
BlackHat [65].
The transverse energy of the dimuon system was chosen as the factorisation and

renormalisation scale of each event:

µr = µf =
√
m2
Z + p2

T,Z (5.1)

The generated events were analysed with Rivet [66]. This analysis includes, for
instance, the Z boson reconstruction from the muons and the calculation of the
double-differential cross sections using the binning specified in Section 4.1.

FastNLO [67, 68] was used to evaluate the events with different PDF sets via the
Rivet interface MCgrid [69]. The fastNLO interpolation method is summarised
in the next section. This approach allows recalculating a cross section prediction
with another PDF within seconds from a look-up table and avoids redoing the event
generation procedure.
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5 Theory Predictions for the Z(→ µµ) + jets Cross Section

5.1.1 fastNLO

The basic idea of fastNLO is to decouple the PDFs from the cross section σpp→X
calculation done with Eq. 2.11. To maintain simplicity, the equation is rewritten in a
slightly different manner with µr = µf = µ:

σpp→X(µ) =
∑
k,n

αns (µ)

∫
Fk(x1, x2, µ) · cnk(x1, x2, µ)dx1dx2 (5.2)

The PDFs of both interacting partons are combined to the function Fk, where k runs
over all combinations of parton flavours. The hard process cross section is replaced
by perturbative coefficients cnk for each combination of parton flavours and each order
n in perturbation theory.
Eigenfunctions el,m and bo are introduced around fixed interpolation values xl1, xm2
and µo, respectively:

Fk(x1, x2, µ) ≈
∑
l,m,o

Fk(xl1, x
m
2 , µ

o) · el(x1)em(x2)bo(µ) (5.3)

The interpolation values form a finite lattice.
The Monte Carlo integration can now be performed independently of the PDFs:∫

Fk(x1, x2, µ) · cnk(x1, x2, µ)dx1dx2

=
∑
l,m,o

∫ [
cnk(x1, x2, µ) · el(x1)em(x2)bo(µ)dx1dx2

]
Fk(x

l
1, x

m
2 , µ

o)

=
∑
l,m,o

σ̂nk,l,m,o · Fk(xl1, xm2 , µo)

(5.4)

The perturbative coefficients σ̂nk,l,m,o are calculated once and stored in a table.
Any further calculations with other PDF sets only require to calculate the sum:

σpp→X(µ) ≈
∑

n,k,l,m,o

σ̂nk,l,m,o(µ)αns (µm)Fk(x
l
1, x

m
2 , µ

o) (5.5)

5.2 Sensitivity of the Theory Predictions to the PDFs

The aim of this analysis is to combine theory predictions with measured cross sections
to improve the precision of the PDFs. For this purpose, the sensitivity of the studied
process on the PDFs is a basic prerequisite.

The sensitivity can be studied through the correlation between the particular PDF
flavours and the cross section predictions. The method to calculate the correlation
coefficients from NNPDF replicas is described in [70].
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Figure 5.1 shows the correlation between the Z(→ µµ) + jets cross section and the
PDFs exemplarily as a function of dimuon pT and the momentum fraction x of the
parton. The correlation as a function of |yZ | and φ∗η is shown in the Figures A.9
and A.10.
The deep red and deep blue areas determine the phase space regions, where the

PDFs and the cross section predictions are highly correlated. These are the regions
where the theory predictions for the cross section are expected to be most sensitive to
the PDFs. The correlation to the gluon is the highest among all flavours, in particular
in the region 10−3 < x < 3 · 10−2. This is evident, taking into account that gluons
are involved in about two-thirds of Z(→ µµ) + jets events [59].
The high sensitivity on the gluon PDF is promising for PDF fitting, considering

that the uncertainties on the gluon PDF are currently larger than those on the
quark PDFs. The reason is that the current PDF sets are mainly determined from
electron-proton collisions, referred to as deep inelastic scattering (DIS) data (see
Chapter 2.2.2). These data are not directly sensitive to the gluon PDF. Hence, the
gluon PDF is mainly constrained through scaling violations [71].

A high correlation between the cross section predictions and the sea quark PDF is
observed for 6 · 10−3 < x < 2 · 10−1. The correlation to the valence quark PDFs, in
general, is small. Somewhat higher correlations are only visible at high pZT and high
x. This can be explained with the rarity of gluons and sea quarks that carry a high
momentum fraction of the proton. Hence, an increasing fraction of valence quarks
involved in high pT interactions can be assumed.

5.3 Theory Uncertainties

For the theory predictions, the main sources of uncertainty are the PDFs and the
choice of the renormalisation and factorisation scales. The latter arises from the
truncation of the perturbation series as explained in Section 2.2.3. In addition, a
statistical uncertainty on the numeric integration methods of 0.5% is assumed.
In this analysis, a common approach was used to estimate the scale uncertainty.

The cross section was recalculated with several variations of the renormalisation and
factorisation scale Cµr,f determined in Eq. 5.1:

(Cµr , Cµf ) = (1/2, 1/2), (1/2, 1), (1, 1/2), (1, 2), (2, 1), (2, 2) (5.6)

The scale uncertainty is asymmetric. Variations that are leading to lower and those
leading to higher cross section predictions are treated separately. In both cases, the
largest deviation from the central value defines the scale uncertainty.
The variations were calculated with the HOPPET [72] package interfaced to

fastNLO. The different PDF sets prescribe different methods to derive the PDF
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5 Theory Predictions for the Z(→ µµ) + jets Cross Section

Figure 5.1: Correlation between PDF and Z(→ µµ) + jets cross section predictions as a
function of x and dimuon transverse momentum, calculated with NNPDF 3.0.
The correlation is shown in particular for the gluon (upper left), the sea quarks
(upper right) and up (lower left) and down (lower right) valence quarks.
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uncertainty. It was consistently calculated for each PDF set at a 68% confidence level
using fastNLO.

Figure 5.2 shows the relative scale and PDF uncertainties as functions of dimuon
pT and φ∗η. The PDF uncertainty amounts to less than 3% for all studied PDF sets,
shows a similar behaviour for pZT and φ∗η, and decreases for higher values of those
observables.

The scale uncertainty amounts to more than 6% of the central value in every bin
and is the largest uncertainty in this analysis. It increases at high pZT but remains
constant for φ∗η in the observed range. Thus, the experimentally accessible phase space
range above φ∗η = 0.4 is continuously well described by the NLO theory predictions,
which indicates an advantage over pZT for the PDF determination.
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5 Theory Predictions for the Z(→ µµ) + jets Cross Section

Figure 5.2: PDF (left) and scale (right) uncertainty as a function of pZT (top) and φ∗η (bottom).
The PDF uncertainty is shown for the NNPDF 3.0, CT14 and ABM11 PDF sets.
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Chapter 6

Comparison of Measurement and Theory
Predictions and PDF Determination

In the following, the double-differential cross section measurements performed in
Chapter 4 are compared to the NLO theory predictions obtained with the workflow
described in Chapter 5. Both are used in a combined fit with HERA I+II data
to study the impact of the Z(→ µµ) + jets cross section measurement on the PDF
determination.

6.1 Comparison with NLO Predictions

As a first comparison between the measurement and the theory predictions, the
single-differential cross sections with respect to pZT and φ∗η were examined. The results
are shown in Figure 6.1. The fastNLO tables are evaluated with the NNPDF 3.0,
CT14, HERAPDF 2.0 and ABM11 PDF sets.

A noticeable discrepancy among the different theory predictions is visible in both
distributions, especially in the low pZT and low φ∗η phase space regions. This indicates
a high sensitivity of these predictions to the PDFs.

The difference between data and theory predictions obtained with the HERAPDF 2.0
and ABM11 PDF sets are at the level of 2-4% percent in almost all phase space
regions. Theory predictions with CT14 and NNPDF 3.0 systematically underestimate
the data by 4-7%, except for the high pZT region, where the predicted cross section
exceeds the measured one by about 5% for all PDF sets. As discussed in Section 4.4,
this behaviour is known and probably explained by missing higher-order corrections,
including electroweak effects [73], in the theory predictions.

The measured double-differential cross sections compared to the theory predictions
obtained with the CT14 PDF set are shown in Figure 6.2 as an overview. The ratio
of the data to theory predictions with different PDF sets in the particular |yZ | bins
is visualised in the Figures 6.3 and 6.4. The double-differential distributions are
consistent with the observations made for the single-differential measurements. At
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6 Comparison of Measurement and Theory Predictions and PDF Determination

Figure 6.1: Single-differential cross section as a function of pZT (left) and φ∗η (right). Theory
predictions at NLO are evaluated with different PDF sets.

outermost rapidities, the observed cross section is somewhat lower than predicted.
Several explanations can be identified: First, the calibration of the outer detector
region is challenging, and the detector calibration in this region is not as accurate as
in the centre of the detector, especially since latest data were used in this analysis, and
studies of detector behaviour are still in progress. Second, as mentioned in Section 4.1,
the high rapidity region is described inaccurately by the theory predictions. Although
the region most affected by this was not considered in the measurement, an impact is
still possible for |yZ | < 2.0.
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Figure 6.2: Double-differential cross section as a function of pZT (left) and φ∗η (right) in bins of
|yZ |. Both measurements are compared to theory predictions at NLO evaluated
with the CT14 PDF set.
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Figure 6.3: Ratio to theory predictions as a function of pZT in bins of |yZ | obtained with the
CT14 PDF set for data and NNPDF 3.0, HERAPDF 2.0 and ABM11 PDF sets.
PDF and scale uncertainties are shown separately as hatched areas. The error
bars show the statistical and FSR uncertainties added in quadrature. The total
systematic uncertainty (FSR excluded) on the measurement is shown as yellow
squares.
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Figure 6.4: Ratio to theory predictions as a function of φ∗η in bins of |yZ | obtained with the
CT14 PDF set for data and NNPDF 3.0, HERAPDF 2.0 and ABM11 PDF sets.
PDF and scale uncertainties are shown separately as hatched areas. The error
bars show the statistical and FSR uncertainties added in quadrature. The total
systematic uncertainty on the measurement (FSR excluded) is shown as yellow
squares.
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6 Comparison of Measurement and Theory Predictions and PDF Determination

6.2 PDF Determination

The xFitter [74] framework was used to determine the proton PDFs from the
comparison between data and theory predictions. In addition to the Z(→ µµ) + jets
cross section measurements, DIS data from the HERA I+II experiments were included
into the fits. The DIS cross section predictions were calculated with QCDNUM [75]
at NLO.

The PDF fitting was performed with a configuration similar to the one used for the
determination of the HERAPDF 2.0 PDF set [76] as well as for studies with CMS
Z+jet data at

√
s = 8TeV [59].

The parametrisation of the PDFs is chosen as follows:

xg(x) = Agx
Bg(1− x)Cg −A′gxB

′
g(1− x)C

′
g (6.1)

xuv(x) = Auvx
Buv (1− x)Cuv (1 + Euvx

2) (6.2)

xdv(x) = Advx
Bdv (1− x)Cdv (6.3)

xŪ(x) = AŪx
BŪ (1− x)CŪ (1 +DŪx) (6.4)

xD̄(x) = AD̄x
BD̄(1− x)CD̄ (6.5)

Here, g refers to the gluon, uv and dv to the valence quarks, and Ū , D̄ to the up-
and down-type antiquarks. Relations between the parameters guarantee the physical
validity of the PDFs, and hence reduce the number of free parameters:

• The strange quark PDF is assumed to be proportional to the antidown quark
PDF with a strangeness fraction of fs = 0.4.

• At low x, the behaviour of up- and down-type antiquarks is assumed to be
equal and therefore BŪ = BD̄ is enforced.

• For similar reasons, the normalisations of the sea quark PDFs are assumed to
satisfy the relation AŪ = (1− fs)AD̄.

• The normalisation factors A for the gluon and valence quark PDFs are con-
strained by the quark flavour and momentum sum rules∫

dx(uv(x)− Ū(x)) = 2, (6.6)∫
dx(dv(x)− D̄(x)) = 1, and (6.7)∑

i

∫
dx xfi(x) = 1 (6.8)

where i runs over all parton flavours. The sum rules follow from the assumption
that the proton consists of one down and two up valence quarks.
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6.2 PDF Determination

• C ′g is set to 25. This ensures that the negative gluon term only contributes at
small x.

The parametrisation defines the PDFs at the starting scale of Q2 = 1.9 GeV2. The
DGLAP equations (see Section 2.2.2), implemented in QCDNUM, are used to evolve
the PDF to the scale of the measurement.

The Minuit [77] tool is used by xFitter to perform the fit. As starting values for
the parameters, the result of [76] is chosen. The fit is done minimising a least-squares
χ2 goodness of fit estimator

χ2 =
∑
i,j

(
Di − Ti −

∑
k

βikrk

)
C−1
ij

(
Dj − Tj −

∑
k

βjkrk

)
+
∑
k

r2
k

+
∑
i

ln
∆2

i,statDiTi +∆2
i,uncorT

2
i

(∆2
i,stat +∆2

i,uncor)D
2
i

(6.9)

with data points Di and the corresponding theory predictions Ti as described in [70].
The correlated systematic uncertainties βi are treated using nuisance parameters
rk. The logarithmic term is an additional correction that takes the transition of the
Gaussian distribution to the χ2 distribution into account. Thereby, ∆i,stat refers to
the statistical uncertainty, while ∆i,uncor summarises other uncertainties that are
uncorrelated between data points.

6.2.1 Estimation of Uncertainties on the PDFs

The uncertainty estimation follows the procedure developed by the HERAPDF
collaboration [76].

There are three contributions to the total uncertainty on the PDFs.

Experimental Uncertainty

The uncertainties of the data used to constrain the PDFs are propagated to the
PDFs using the Hessian method [78]. In general, the correlated PDF parameters
are transformed into an eigenvector base. Then, the n eigenvalues are separately
varied upwards and downwards until χ2 − χ2

min = 1. This approach leads to 2n
different PDFs. The experimental PDF uncertainty is finally derived by adding the
differences between the central fit and the PDF achieved with each varied eigenvalue
in quadrature.
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Model Uncertainty

The theory predictions depend on several physical parameters with considerable
uncertainties. In particular, the charm and bottom quark masses mc and mb, the
strangeness fraction fs and the value of the strong coupling constant at the Z
boson mass αs(mZ) were separately varied, in order to estimate the impact of those
parameters on the PDF fit. In addition, an uncertainty arising from the lower limit
on the momentum transfer in DIS data Q2

min is estimated.
Like the experimental uncertainty, the model uncertainty is obtained by adding

the differences between the central fit and the each fit with a varied parameter in
quadrature.

Parametrisation Uncertainty

The parametrisation of the PDFs is not specified by theoretical considerations. Hence,
an uncertainty arises from the choice of the parametrisation. It is taken into account
by expanding the parametric form of the PDFs, leading to

xg(x) = Agx
Bg(1− x)Cg(1 +Dgx+ Egx

2)−A′gxB
′
g(1− x)C

′
g (6.10)

for the gluon and

xf(x) = Afx
Bf (1− x)Cf (1 +Dfx+ Efx

2) (6.11)

for the quarks.
Additionally, the starting scale for the PDF evolution Q2

0 (see Section 2.2.2) is
varied. The envelope obtained by combining the differences between all PDFs achieved
this way and the central fit is chosen as the parametrisation uncertainty.

The total PDF uncertainty is obtained by adding the three contributions in quadrat-
ure.

All varied parameters, their central values and upwards and downwards variation
values are listed in Table A.2.

6.2.2 Results of the PDF Fits

The PDF fits were performed using the double-differential cross section measure-
ments discussed in Section 6.1. The χ2 values obtained with and without the CMS
Z(→ µµ) + jets measurements included are given in Table 6.1.

For 1.6<|yZ |<2.0, a χ2/nData larger than two was observed in both measurements,
indicating systematic discrepancies between data and theory in this area, which
are not considered in the uncertainty estimation. Possible explanations for this
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6.2 PDF Determination

HERA +CMS(pZT) +CMS(φ∗η)
Dataset nData χ2/nData χ2/nData χ2/nData

HERAI+II CC e− 42 1.18 1.16 1.15
HERAI+II CC e+ 39 1.09 1.24 1.27
HERAI+II NC e− 159 1.39 1.39 1.39
HERAI+II NC e+ Ep = 460 204 1.03 1.04 1.03
HERAI+II NC e+ Ep = 575 254 0.83 0.85 0.84
HERAI+II NC e+ Ep = 820 70 0.93 0.96 0.96
HERAI+II NC e+ Ep = 920 377 1.10 1.13 1.12
CMS Z+jet |yZ |<0.4 15|19 - 1.44 1.76
CMS Z+jet 0.4≤|yZ |<0.8 15|19 - 0.79 0.36
CMS Z+jet 0.8≤|yZ |<1.2 15|19 - 0.87 1.13
CMS Z+jet 1.2≤|yZ |<1.6 15|19 - 0.96 0.59
CMS Z+jet 1.6≤|yZ |<2.0 15|19 - 3.20 2.08

Dataset ndof χ2/ndof χ2/ndof χ2/ndof

HERA I+II 1131 1.17 - -
HERA I+II & CMS Z+jet (pZT) 1206 - 1.20 -
HERA I+II & CMS Z+jet (φ∗η) 1226 - - 1.19

Table 6.1: χ2 between data and theory in the central fit for HERA I+II datasets only and in
combined fits with CMS Z(→ µµ) + jets data using the double-differential cross
sections as a function of pZT and φ∗η, respectively, both in bins of |yZ |. The number
of data points differs between the pZT and φ∗η related analyses. In the case of two
values in the second column, the first one corresponds to the fourth column and
the second to the fifth column.

mismatch are discussed in Section 6.1. Especially the assumption of a fully correlated
reconstruction uncertainty could be a reason for the high χ2/nData in this phase space
region, as discussed in Section 4.7. For |yZ | < 1.6, the χ2/nData is in the order of
one, which indicates the compatibility between HERA I+II and CMS Z(→ µµ) + jets
data within their uncertainties. Including the measurement as a function of φ∗η leads
to a lower χ2/ndof than the fit with the pZT related measurement.
The resulting PDFs for the HERA I+II-only fit and the combined fit using the

CMS measurement as a function of pZT are shown in the Figures 6.5 and 6.6. The sea
quark PDF is defined as 2x · (Ū + D̄) [76]. This definition implies the assumption
that the quark and antiquark distributions are equal for the sea quarks.

The different uncertainty contributions explained in Section 6.2.1 are shown separ-
ately. In addition, a comparison of the total PDF uncertainties with and without the
CMS data can be seen in Figure 6.7.
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The inclusion of CMS Z(→ µµ) + jets data leads to a clear reduction of the
parametrisation uncertainty for all flavours. The most significant effect can be
observed for the gluon PDF at medium x, where the measurement is expected to
be most sensitive to the PDFs (see Section 5.2). Furthermore, the hump on the
parametrisation uncertainty for the sea quark PDF around x = 10−2 is no longer
present.
The clear reduction of the parametrisation uncertainty of the valence quarks

(especially the u quark) is surprising, since the correlations between the Z(→ µµ)+jets
cross section predictions and the PDFs are small for valence quarks (see 5.2). The
reason could be the correlation between the parameters of all PDF flavours. Hence,
constraints on the gluon and sea quark PDF indirectly lead to a lower parametrisation
dependency of the other PDFs.
At high x, the parametrisation uncertainty on the gluon and d valence quark

PDF increases for the fit with CMS data included. This area is constrained only by
extrapolation. Hence, differences between HERA and CMS data can even increase
the uncertainty in this phase space region.
The experimental uncertainty also decreases slightly in most areas, due to the

additional data points.
Changes concerning the central value of the fit can be observed primarily for the

gluon PDF. Here, the peak at medium x decreases in the combined fit, while higher
values of the gluon contribution are visible for low and high x values. This trend is
also observed in other CMS studies, e.g. the inclusive jet measurement at 8TeV [79].
In Figure 6.8, the PDFs obtained with the pZT and φ∗η related measurements are

compared to each other. The obtained PDFs are similar, apart from small differences
concerning the gluon PDF. The results show that φ∗η is a reasonable choice as
observable for the purpose of Z+jet studies and measurements of the proton structure.
The lower χ2/ndof along with the visual impressions obtained in Section 6.1 shows
the better theoretical description of the measurement as a function of φ∗η compared
to the pZT related measurement. Regardless, the uncertainties on the PDFs are almost
equal for both measurements. In summary, consistent results are obtained for pZT and
φ∗η. The contributions of the different PDF uncertainties obtained for the φ∗η related
measurement are shown in Figure A.11.

The parameter values obtained in the central fits of both measurements are given
in Table A.3.
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6.2 PDF Determination

Figure 6.5: Gluon (top) and sea quark (bottom) PDFs obtained with HERA I+II data
(left) and HERA I+II combined with the Z(→ µµ) + jets double-differential
cross section measurement as a function of pZT and |yZ | (right). The PDFs were
evaluated at the starting scale of Q2 = 1.9GeV2.
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6 Comparison of Measurement and Theory Predictions and PDF Determination

Figure 6.6: Valence quark PDFs for the up (top) and down (bottom) quarks obtained with
HERA I+II data only (left) and combined with the Z(→ µµ) + jets double-
differential cross section measurement as a function of pZT in bins of |yZ | (right).
The PDFs were evaluated at the starting scale of Q2 = 1.9GeV2.
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6.2 PDF Determination

Figure 6.7: Comparison of the PDFs obtained with HERA I+II data only and HERA I+II
and CMS data combined, using the double-differential cross section measurement
as a function of pZT. Shown are the gluon (top left), sea quark (top right), u
valence quark (bottom left) and d valence quark (bottom right) PDFs evaluated
at Q2 = 1.9 GeV2.
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6 Comparison of Measurement and Theory Predictions and PDF Determination

Figure 6.8: Comparison of the PDFs obtained with HERA I+II data combined with the
double-differential Z(→ µµ) + jets cross section measurements as functions of pZT
and φ∗η, respectively. Both are measured in bins of |yZ |. Shown are the gluon
(top left), sea quark (top right), u valence quark (bottom left) and d valence
quark (bottom right) PDFs evaluated at Q2 = 1.9GeV2.
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Chapter 7

Conclusion

In this thesis, a subset of the data recorded by the CMS detector in 2016 at√
s = 13 TeV has been analysed. These data correspond to an integrated luminosity

of 12.5 fb−1, offering a statistical precision comparable to the entire data recorded
at
√
s = 8 TeV. This allows the probing of QCD predictions at an energy scale

unprecedented in collider physics.
For this purpose, the Z(→ µµ)+jets cross section was measured double-differentially

as a function of dimuon transverse momentum pZT and absolute rapidity |yZ |. In
addition, an observable correlated to pZT named φ∗η was studied. The cross section
was measured as a function of φ∗η and |yZ | in order to compare φ∗η and pZT with regard
to proton structure studies.

The event yields were corrected for trigger and reconstruction efficiencies and the
background processes were analysed and subtracted from the data. Afterwards, the
data were unfolded. In this context, it was demonstrated that migration effects
between the bins were much smaller for φ∗η than for pZT. Thus, the dependence on the
detector simulation and the unfolding algorithm can be minimised in Z+jet studies
by using φ∗η instead of the more common pZT.

Theory predictions were calculated with Sherpa and Blackhat at NLO, evaluated
with different PDF sets using fastNLO and compared to the data. It was shown
that the studied Z(→ µµ) + jets cross section predictions are sensitive to the PDFs,
leading to variations of up to 10% among the predictions obtained for different PDF
sets. The data are well described by the theory predictions in almost the entire phase
space analysed.
To study the influence of the measurement on the PDF determination, PDF fits

were performed using both double-differential cross section measurements separately,
each combined with data from the HERA I+II experiments. For this purpose, the
xFitter framework was used. Both combined fits led to similar PDFs with a slightly
better goodness-of-fit result for the φ∗η related measurement. Compared to fits with
only the HERA data, a reduction of the uncertainties on all PDF flavours and a shift
in the central value of the gluon PDF was obtained. In summary, the results of the
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7 Conclusion

fits show that the inclusion of Z+jet cross section measurements at
√
s = 13 TeV

can improve the PDF sets.
A few opportunities for further improvements of the analysis were identified: It

was revealed in the analysis that the muon final state radiation (FSR) has a major
influence on the measurement, due to the tight event selection. In this thesis, a
preliminary correction was applied. Additional studies on this topic, for instance
developing an algorithm to add the momentum of nearby photons to the muon
momentum, could enhance the procedure and may lead to a lower uncertainty on the
FSR effect.
The reconstruction efficiency introduces the largest experimental uncertainty for

the used dataset. A more precise efficiency calculation was recently released for the
full dataset recorded in 2016. An analysis on the complete dataset thus could benefit
from this additional precision.

Among theoretical systematics, the scale uncertainty is dominant at NLO. Theory
predictions at NNLO are needed to achieve a higher accuracy. They will be available
in the near future and may improve the PDF fits.
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Appendix A

Appendix

Dataset Events

Data:
SingleMuon/Run2016B-PromptReco-v2/MINIAOD 158188719
SingleMuon/Run2016C-PromptReco-v2/MINIAOD 68492270
SingleMuon/Run2016D-PromptReco-v2/MINIAOD 98175265

Signal Monte Carlo sample:
DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/[Spring16] 28611654

Background Monte Carlo samples:
TTJets_DiLept_TuneCUETP8M1_13TeV-madgraphMLM_pythia8/[Summer16] 24350202
WZ_TuneCUETP8M1_13TeVpythia8/[Summer16] 2995828
ZZ_TuneCUETP8M1_13TeV-pythia8/[Summer16] 998034
WW_TuneCUETP8M1_13TeV-pythia8/[Summer16] 6987124
ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/[Summer16] 6952830
ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/[Summer16] 6933094
DYJetsToTauTau_ForcedMuEleDecay_M-50_TuneCUETP8M1_13TeV-

amcatnloFXFX-pythia8_ext1/[Summer16] 25649546
[Spring16] RunIISpring16MiniAODv2-PUSpring16_80X_mcRun2

_asymptotic_2016_miniAODv2_v0-v1/MINIAODSIM

[Summer16] RunIISummer16MiniAODv2-PUMoriond17_80X_mcRun2

_asymptotic_2016_TrancheIV_v6_ext1-v1/MINIAODSIM

HLT Path: HLT_IsoMu22 or HLT_IsoTkMu22

Table A.1: CMS internal names of the datasets and HLT paths used in this analysis.
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A Appendix

Figure A.1: Efficiency of the used HLT paths (left) and the reconstruction efficiency for the
provided combinations of muon ID and isolation (right) as a function of |ηµ|.
The lower efficiency in the small bin around the centre of the detector is caused
by the detector geometry.
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Figure A.2: Estimated background to signal fraction (left) and contribution of the different
background processes (right). Both as functions of pZT (top) and φ∗η (bottom).
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A Appendix

Figure A.3: Comparison of detector level data and simulation as a function of rapidity (left)
and azimuthal angle (right) of the dimuon system.
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Figure A.4: Comparison between the unfolded data and the background subtracted data
before unfolding as a function of pZT in the particular |yZ | bins. The unfolding
is performed with respect to pZT in the particular |yZ | region. The phase space
in the final cross section measurement is restricted to 40 < pZT < 400.
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A Appendix

Figure A.5: Comparison between the unfolded data and the background subtracted data
before unfolding as a function of φ∗η in the particular |yZ | bins. The unfolding
is performed with respect to φ∗η in the particular |yZ | region. The phase space
in the final cross section measurement is restricted to 0.4 < φ∗η < 25.

70



Figure A.6: Muon pT comparison at generator level before and after final state radiation
(FSR) for the leading and subleading muon. In the first row, the muon order is
determined before FSR in both distribution. The second row shows possibly
reordered muons after FSR. The red area is excluded in the cross section
measurements.
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A Appendix

Figure A.7: Uncertainties on the measured cross section as a function of dimuon pT in the
five bins of the absolute dimuon rapidity.
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Figure A.8: Uncertainties on the measured cross section as a function of φ∗η in the five bins
of the absolute dimuon rapidity.
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A Appendix

Figure A.9: Correlation coefficients between PDFs for different flavours and Z(→ µµ) + jets
cross section predictions as a function of x and dimuon rapidity calculated with
NNPDF 3.0.
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Figure A.10: Correlation coefficients between PDFs for different flavours and Z(→ µµ) + jets
cross section predictions as a function of x and φ∗η calculated with NNPDF 3.0.
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A Appendix

Parameter Central Value Down Variation Up Variation

mc / GeV 1.47 1.41 1.53
mb / GeV 4.5 4.25 4.75
fs 0.4 0.3 0.5
αs(m

Z) 0.118 0.117 0.119
Q2
min / GeV2 3.5 2.5 7.5

Q2
0 / GeV2 1.9 1.6 2.2

Table A.2: Parameters varied to obtain PDF uncertainties.

A B C D E A′ B′

g -0.03(-0.05) 9.66(10.09) 1.76(2.18) -0.15(-0.12)
uv 0.72(0.72) 4.73(4.71) 12.24(11.71)
dv 0.82(0.82) 4.37(4.82)
Ū 6.92(6.80) 10.12(10.12)
D̄ 0.19(0.19) -0.17(-0.17) 6.53(6.69)

Table A.3: PDF parameters obtained for the combined fit of HERA I+II and CMS Z+jet
data. The values correspond to the double-differential measurement as a function
of pZT (φ∗η), both in bins of |yZ |.
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Figure A.11: PDFs for the gluon (top left), sea quarks (top right), up valence quark (bottom
left) and down valence quark (bottom right) obtained with HERA I+II data
combined with the Z(→ µµ) + jets cross section measurement as a function
of φ∗η in bins of |yZ |. The PDFs were evaluated at the starting scale of
Q2 = 1.9GeV2.
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