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1 Introduction

Answering the question of the most fundamental constituents of nature has always been
in the nature of humankind. Particle physics is devoted to this question and tries to
give an answer with the Theory of the Standard Model (SM). Within this theory, all
known particles and three of the four fundamental interactions are described. One of the
greatest achievements of the SM is the discovery of the predicted Higgs boson, which
was discovered in 2012 at the ATLAS and CMS experiments at the CERN Large Hadron
Collider (LHC) [1–5]. Even if the SM offers excellent predictions and explanations for
many observed effects, some phenomena remain unexplained. Thus, the SM indubitably
leaves open questions, for example the inclusion of gravity. The systematic testing, but
also the attempted refutation of the theoretical model therefore constitutes an important
task in particle physics.

In this thesis, the interplay of two elementary particles of the SM, the two heaviest quarks
top (t) and bottom (b), is studied in detail. Processes in which a top quark-antiquark
pair occurs in associated production with two bottom quarks (tt̄+bb̄) play an important
role in particle physics. The two quarks show a high mass difference and their associated
production is therefore particularly difficult to model, accompanied by large uncertainties [6].
In addition, events involving this process constitute a large irreducible background in
measurements of tt̄+H production in H æ bb̄ decays. These measurements are an essential
test of the SM and an important constraint of physics beyond the SM. Consequently, the
tt̄+bb̄ process needs to be thoroughly understood.

Events comprising tt̄+bb̄ processes are analyzed at two different Monte Carlo event
simulation levels in this thesis.
The first part compares different existing event simulations used at the CMS experiment
for the tt̄+bb̄ process in the single-lepton channel and investigates possible differences in
the modeling. The analysis is technically realized in a way that allows a direct comparison
of the simulations with those of the ATLAS experiment. The comparison of simulations
of both experiments is performed building on this analysis. This enables the design of a
common strategy between ATLAS and CMS.

The second part focuses on strategies for assigning b jets to their origin. Since top
quarks decay into b quarks almost exclusively, the final state of an event involving the
tt̄+bb̄ process usually consists of four or more b jets. However, it is unknown in the
event reconstruction which b jets result from top quark decays and which originate from
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2 1 Introduction

additional gluon radiation and subsequent splittings into pairs of b quarks in the event.
Two main methods for possible assignments are presented. Applying a predefined metric
to evaluate the performance of the assignment, the first method follows a straightforward
approach and examines kinematic observables for different characteristics depending on
the origin of the b jet.
The second method pursues a more sophisticated approach using deep neural networks.
The deep neural networks are trained to learn more intricate characteristics of the objects
in order to apply various origin assignment strategies based on the networks’ output. All
methods will be evaluated and compared according to the metric defined at the beginning
of the study.

This thesis is structured in eight chapters. This introduction forms the starting point.
In Chapter 2, theoretical foundations of the SM are introduced and specified for physics
at hadron colliders. The experimental view and environment, meaning the setup of the
Large Hadron Collider and the CMS experiment, is addressed in Chapter 3. In Chapter 4,
the event reconstruction methods for data analysis at the CMS experiment are explained.
Chapter 5 lays the groundwork for the two studies building on it. In this chapter, the
tt̄+bb̄ process is defined and delimited. Additionally, different levels of simulations are
delineated to differentiate the two studies following in Chapter 6 and 7. In Chapter 6, the
comparison of the simulations for events involving tt̄+bb̄ processes for ATLAS and CMS
are performed. The different methods for assigning the b jets to their origin are evaluated
in Chapter 7. A conclusion of the key findings rounds off the thesis in Chapter 8.

2



2 Theoretical foundations

In this chapter a theoretical basis for the studies in this thesis is given. Initially, in
section 2.1 the Standard Model as the fundamental theory of particle physics is introduced
and the elementary particles and interactions are described. This theoretically very vast
subject is specified in section 2.2 for physics at hadron colliders, which also forms the
transition to the experimental discussion and environment in Chapter 3.

2.1 The Standard Model
The Standard Model (SM) of elementary particle physics is a fundamental, relativistic and
renormalizable quantum field theory [1–3, 7–19]. All known elementary particles and their
interactions via three of the four fundamental forces are described in this theory. This
includes the strong interaction, the weak interaction and the electromagnetic interaction,
while gravity is not covered by the SM. The SM is a theory that is widely tested and
in many facets validated [4, 5, 20–30]. The theoretical foundations of the SM are based
on symmetry considerations of gauge theories, whose principles are summarized below.
The elementary particles and their interactions arise from these gauge theories from a
theoretical perspective. The following summary is based on [31, 32].

2.1.1 Gauge symmetries and interactions

In quantum field theories, particles are the interpretation of excitations of the fields.
The state of a field is generally represented by a Lagrangian density, which is given by
L („(x), ˆµ„(x)) and thus the field-theoretical analog to the Lagrangian formalism. The
Lagrangian density L is a function of the field „(x) and the covariant derivative ˆµ„(x) in
dependence of the space-time coordinates x.

In the following, the conceptual approach from the starting point of a gauge theory
to obtaining the Lagrangian density is demonstrated for the quantum field theory of
electrodynamics, referred to as Quantum Electrodynamics (QED). Free fermions, i.e.
particles with spin-1/2, obey the Dirac equation. The corresponding Lagrangian density of
a free fermion can be written as

Lfermion = Â̄(x) (i“µ
ˆµ ≠ m) Â(x) , (2.1)

where Â(x) denotes the Dirac spinor, Â̄(x) the Dirac adjoint defined as Â̄(x) = Â
†(x)“0 ,

“
µ the corresponding Dirac matrices and m the fermion mass. This Lagrangian density is
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4 2 Theoretical foundations

already invariant under a global unitary transformation U(1), as can be proven easily [31].
However, demanding the invariance of the system under a local U(1) transformation, some
substitutions are required. Carrying out the calculations, the substitution

ˆµ æ Dµ = ˆµ + iqAµ (2.2)

is obtained, where Aµ denotes a gauge field. The arising constant q is a consequence of the
continuous symmetry, which leads to the conservation of a quantity according to Noether’s
theorem [33]. For this field the transformation

Aµ(x) æ Aµ(x) ≠ 1
q

ˆµ–(x) (2.3)

with the space-time dependent phase –(x) is required, in order to satisfy the invariance of
the system under the local gauge symmetry. In this case Aµ is the vector field of the gauge
boson and understood as the field of a photon. The Lagrangian density for the dynamics
of Aµ can be expressed via L = ≠1

4
Fµ‹F

µ‹ where Fµ‹ denotes the electromagnetic field
tensor. The field tensor Fµ‹ is associated with the photon field Aµ via Fµ‹ = ˆµA‹ ≠ ˆ‹Aµ.
Thus, the Lagrangian density of QED becomes

LQED = (iÂ̄“
µ
ˆµÂ ≠ mÂ̄Â) ≠ qÂ̄“

µ
AµÂ ≠ 1

4Fµ‹F
µ‹

. (2.4)

The four terms can be distinguished as follows. The first two terms are already known
from equation 2.1, which are the Lagrangian density of the free fermion including a mass
term. For instance, the fermion could be an electron with its mass m = me. The third
term describes the interaction of the fermion Â with the photon field Aµ via a coupling
strength proportional to q, which can be identified as the electric charge. The last term
denotes the propagation of photons as described. As a matter of fact, massless photons
arise from the Lagrangian density of the QED since no mass term occurs for Aµ. Indeed, a
mass term would break the demanded symmetry.

The concept shown for QED can be extended to more sophisticated theories like quantum
chromodynamics (QCD) [11]. However, in contrast to the procedure shown for QED,
non-Abelian groups are applied. For QCD, the special unitary group SU(3) is used. This
group consists of eight generators, which finally lead to eight different gauge bosons of
QCD called gluons. Furthermore, three charges exist, which are called color charges and
are name-giving (chromo) for QCD. The three color charges are called red, green and
blue. In contrast to QED, gluons carry the charge associated with their quantum field
theory, which is not the case for photons. In quantum field theories, quantum fluctuations
arise, leading to the energy dependence of the coupling constants, which is referred to as
running coupling. Together with the self-interaction of the gluons, this results in the color
confinement and asymptotic freedom properties of QCD. The Lagrangian density of the
QCD is given by

LQCD =
ÿ

q

Â̄q,i(i“µ
ˆµ ≠ mq)Âq,i ≠ gs

1
Â̄q,i“

µ
T

a

ijÂq,j

2
A

a

µ ≠ 1
4F

a

µ‹F
µ‹

a , (2.5)

where first two terms denote the Lagrangian density of a free quark q with mass mq.
The third term describes the quark-gluon coupling proportional to the coupling gs. The
eight generators of the group SU(3) are T

a

ij
, which are represented by the Gell-Mann

matrices. The fourth term denotes the gluon propagation and self-interaction with F
a
µ‹ =

ˆµA
a
‹ ≠ ˆ‹A

a
µ + gsf

abc
A

b
µA

c
‹ and the structure constants f

abc. Analogous to QED, there
are no mass terms for the gauge bosons in this equation, therefore the gluons are massless
as are the photons.

4



2.1 The Standard Model 5

Establishing a quantum field theory for weak interactions leads to several challenges.
Since only left-handed particles and right-handed anti-particles interact weakly, which was
experimentally proven, the theory must be a chiral theory [20, 21]. Moreover, it was found
that the gauge bosons of the weak interaction are massive [25–27]. The solution lies in the
unification of the weak interaction with the electromagnetic interaction and the principle
of spontaneous symmetry breaking as described in the Higgs mechanism [1–3].

The symmetry group of the electroweak interaction is SU(2)L ◊U(1)Y . The weak isospin is
introduced as a chiral characteristic in the group SU(2)L, which applies only to left-handed
particles. For the U(1)Y gauge group, the hypercharge Y is introduced. In addition,
three gauge bosons are obtained from the SU(2)L, which are massless due to symmetry
conservation. Similar to the U(1) group of QED, a massless gauge boson arises from
analogous considerations for the U(1)Y group.

In order to obtain the experimentally manifested masses for the three gauge bosons, the
Higgs mechanism is applied [1–3]. This mechanism introduces a complex scalar field „ and
the Lagrangian density

LHiggs = (Dµ„)† (Dµ
„) ≠ µ

2
„

†
„ ≠ ⁄(„†

„)2
, (2.6)

where the parameters are specified as ⁄ > 0 and µ
2

< 0. The relation between the two
parameters is given by the vacuum expectation value v =


≠µ2/ (2⁄) of the field „ after the

choice of the ground state. This causes a spontaneous symmetry breaking of the electroweak
gauge group and eventually leads to a scalar boson with mass mH =

Ô
2⁄v2, which is

called the Higgs boson. Via this mechanism, the previously massless gauge bosons mix to
form the observable bosons W

± and Z
0 with masses mW = 1

2
gv and mZ = 1

2


g2 + gÕ2v

after the symmetry breaking, whereas the photon remains massless. Hence, the mass terms
depend on the vacuum expectation value and the coupling constants g and g

Õ of the gauge
group.

The masses of the fermions are given by the Yukawa interaction of the form

LYukawa = ≠yf Â̄L(x)„(x)ÂR , (2.7)

where yf is the Yukawa coupling of the fermion f, L/R are the chiral components of the
spinor and „ is the scalar field [34]. The mass relation to the vacuum expectation value
and the Yukawa-like coupling between a fermion and the Higgs boson reads mf = 1Ô

2
yfv.

2.1.2 Elementary particles

Some elementary particles resulting from the theoretical considerations of gauge symmetries
have already been discussed in the previous section. In this section, the particles of the
SM will be considered from a more experimental perspective. Although the theoretical
descriptions in the previous section define masses with respect to other quantities, e.g.
the fermion masses or the Higgs boson mass, their exact value has to be determined
experimentally since they remain as free parameters in the SM. The determination of these
parameters, for example the measurement of the Yukawa coupling strength of different
particles, is an important test of the SM.
The bosons and their key characteristics are already theoretically introduced and are
summarized in Table 2.1. Altogether there are four spin-1 bosons of the electroweak theory,
which are called “, W

± and Z
0. Only the two W

± bosons are electrically charged. The W
±

bosons have a mass of about 80 GeV, the Z
0 boson is more massive with about 91 GeV [35].

The eight gluons of the QCD interact via the strong force and carry color charge. Gluons
are electrically neutral, massless and spin-1 bosons similar to the intermediate particles of

5



6 2 Theoretical foundations

Table 2.1: Standard Model gauge bosons and the Higgs boson. Gauge bosons are vector
bosons with spin-1, the Higgs boson is a scalar boson with spin-0. The data is
taken from [35]

Boson Spin Interaction Charges Mass

Gluons (g) 1 strong color massless
Photon (“) 1 electromagnetic massless
W

± boson 1 electroweak electric and weak (80.379 ± 0.012) GeV
Z

0 boson 1 electroweak weak (91.188 ± 0.002) GeV
Higgs boson (H) 0 weak (125.10 ± 0.14) GeV

the electroweak sector. The Higgs boson is a spin-0 particle, does not carry any charge
and is the heaviest boson with about 125 GeV.

Fermions, particles with spin-1/2, are divided into two groups called leptons and quarks.
An overview of the fermions is given in Table 2.2. Leptons include the electron (e), muon
(µ) and tauon (·), all three being electrically charged and differ in their masses. Associated
to these leptons are neutrinos, which are correspondingly called electron neutrino, muon
neutrino and tau neutrino. The three neutrinos are electrically neutral and have a small
mass that has not been accurately measured so far.

The group of quarks also consists of six different elementary particles, which are called
up (u), down (d), charm (c), strange (s), top (t) and bottom (b). They are electrically
charged in thirds and carry color charge. The mass spectrum is spread over many orders of
magnitude, from about 2 MeV for the up quark to about 173 GeV for the top quark. The
properties of the top quark are discussed more detailed in the following section.

2.1.3 Top quark physics

The top quark is the heaviest particle of the SM and its lifetime is 5 · 10≠25 seconds [35].
Consequently, the lifetime is so short that the top quark does not hadronize but decays
instead. More than 99 % of the top quark decays result in a b quark and a W boson.
The transition of quarks into other quarks is described by the CKM formalism. In this
formalism, the transition into a b quark and a W boson is strongly favored compared to a
transition into an s quark and a W boson or a c quark and a W boson for the top quark.
Also the mass difference to other quarks is very large, which therefore results in a short
lifetime.

The top quark transition is characterized by the W boson decay due to the approximately
uniform decay of the top quark. The W boson can decay into one of the three leptons and
a neutrino (W æ ¸‹¸ with ¸ = e, µ, ·) or into a pair of one of the five remaining quarks
and an antiquark of different flavor (W æ qq̄

Õ) [35].
In this thesis, events with pairs of two top quarks (tt̄) are considered, resulting in different
final states. In the dilepton channel, both W bosons decay into charged leptons and
neutrinos. However, charged lepton in this case refers only to electron and muon, since
the tauon can further decay hadronically and thus forms a special category which is not
directly taken into account in the analyses presented in this thesis. If one of the two
W bosons decays into a quark-antiquark pair while the other decays leptonically, it is
referred to as the single-lepton channel. In the third case both W bosons decay into
quark-antiquark pairs, which is called all-hadronic channel. The last category includes

6



2.1 The Standard Model 7

Table 2.2: Standard Model fermions. Fermions are spin-1/2 particles and categorized
in two groups. The first group is represented by the 6 quarks, the second
group by the 6 leptons. Antiparticles are not demonstrated. The masses range
over many orders of magnitude, from less than 1.1 eV to more than 1011 eV.
No uncertainty is given for the electron and muon since it is many orders of
magnitude smaller than the given value. All data is extracted from [35], except
for the neutrinos [36].

Fermion Interaction Electric charge Mass

up quark (u) strong, electroweak +2/3 2.2+0.5

≠0.3
MeV

down quark (d) strong, electroweak ≠1/3 4.7+0.5

≠0.2
MeV

charm quark (c) strong, electroweak +2/3 (1.27 ± 0.02) GeV
strange quark (s) strong, electroweak ≠1/3 93+11

≠5
MeV

top quark (t) strong, electroweak +2/3 (172.76 ± 0.30) GeV
bottom quark (b) strong, electroweak ≠1/3 4.18+0.03

≠0.02
GeV

electron neutrino (‹e) weak 0 < 1.10 eV
electron (e) electroweak ≠1 0.51 MeV
muon neutrino (‹µ) weak 0 < 1.10 eV
muon (µ) electroweak ≠1 105.60 MeV
tau neutrino (‹· ) weak 0 < 1.10 eV
tauon (·) electroweak ≠1 (1776.9 ± 0.1) MeV

7



8 2 Theoretical foundations

all decays involving tauons, which can be further distinguished depending on the decay
in dedicated analyses. This results in branching fractions of about 5 % for the dilepton
channel, 30 % for the single-lepton channel, 44 % for the all-hadronic channel, and 21 % for
the tauon category [35].

2.2 Hadron collider physics
To study elementary particles, interactions and structures as well as to test the SM at
high energies, hadron colliders are a suitable choice. The following two sections deepen the
theoretical foundations specific to research at hadron colliders.

2.2.1 Cross sections

In a scattering process, the interaction rate is defined by

dN

dt
= ‡ · Linst. , (2.8)

where ‡ is called cross section and Linst. is the instantaneous luminosity. The cross section
is a quantity of the probability for the occurrence of a process, the instantaneous luminosity
is a measure of the performance of a hadron collider and essentially describes how many
collisions there are per time and area. Hence, the product of the two quantities is the
interaction rate per unit of time.
The instantaneous luminosity will be discussed in the context of the experimental envi-
ronment for the Large Hadron Collider in section 3.1. The theoretical calculation of cross
sections is based on Fermi’s golden rule

‡ Ã |M|2 · fl , (2.9)

where |M|2 is the quantum mechanical transition amplitude and fl is the phase space [37].
In jargon |M|2 is also called (squared) matrix element (ME). The ME is calculated from
|M|2 = |ÈÂf |V | ÂiÍ|2 for a given process from the initial state |ÂiÍ to the final state ÈÂf|
using the interaction potential V from the Lagrangian density. The calculations are
then performed in perturbation theory, whose visualizations are the well-known Feynman
diagrams [38].

2.2.2 Physics of partons

In an experimental environment of a hadron collider, the initial condition of the collision
of two hadrons, in the following illustrated for two protons, is not well-defined. Protons
are composite objects and consist of smaller components called partons. In the case
of a proton, it consists of two up quarks and one down quark, which are also called
valence quarks. These quarks can emit and absorb gluons, which in turn can split into
more quark-antiquark pairs via the strong interaction according to the laws of QCD.
Thus, there is an extensive structure in the proton, which can be resolved and studied
via deep inelastic scattering processes. The deep inelastic scattering measurements are
mainly performed using electron-proton collisions, since the electron does not have an inner
structure [39]. The results are called parton distribution functions (PDF), which describe
the probability density for finding a particle with a longitudinal proton momentum fraction
x at a resolution scale Q

2. The obtained PDFs are universal, which allows them to be
transferred to other collision processes with protons, yet they are energy dependent (Q2).
Figure 2.1 shows PDF sets at two different energy scales. At low energy in Figure 2.1a it
can be seen how the valence quarks dominate the high momentum fractions, whereas at

8



2.2 Hadron collider physics 9
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Figure 2.1: Example PDF sets as a function of the momentum fraction x at two different
energy scales (µ2 = Q

2): in Figure 2.1a at a lower energy scale (10 GeV2),
in Figure 2.1b at a higher energy scale (104 GeV2) [40] are shown. At both
energies, the valence quarks dominate the high momentum fractions while the
gluons dominate the lower scale. The gluon distributions are divided by a
factor of 10 and thus dominate to a significantly stronger extent at low Q

2 than
visually represented. However, the distributions are shifting at high energies,
the probabilities for finding the valence quarks diminish and the sea quarks as
well as the gluons become relevant. In fact, even the b quark can be noticed
(black). The PDF sets will be used in Chapter 6.
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10 2 Theoretical foundations

high energies (Figure 2.1b) also the sea quarks as well as the gluons become relevant at
high momentum fractions. Although the PDFs cannot be determined from first principles
and are determined from deep inelastic scattering, renormalization group equations can
be used to describe the evolution of the quark and gluon PDFs with respect to Q

2. The
mathematical representation of these renormalization group equations is formulated in the
Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [41]. The resulting PDFs
are applied for the description of the proton constituents in hadron colliders, as explained
in the following.

For collisions of protons in a hadron collider at high energies, two cases must be differ-
entiated. The collision energy of the two partons is high, resulting in small values of the
coupling constant –S . However, other sub-processes in the proton occur at small energies
and therefore at large values of the coupling constant –S . Only at small coupling constant
values perturbation theory can be applied. The concrete implications for the calculation
and a simulation will be specified in section 5.2, at this point only the general concept
is introduced. The distinction between the two cases, namely soft interactions at large
coupling constants and hard interactions at small coupling constants, is accomplished
via the factorization theorem. The factorization theorem introduces a new scale µF that
separates the two cases. With the help of this approach, the hard partonic process can
now be calculated in perturbation theory, while sub-processes such as soft and collinear
gluon radiation are included in the PDFs.

For a proton-proton collision process into an arbitrary state X, the QCD factorization is
given as

‡ppæX =
ÿ

jk

⁄
dxjdxkfj

1
xj , µ

2

F

2
fk

1
xk, µ

2

F

2
· ‡̂p̂j p̂kæX

1
xjp1, xkp2, µ

2

F, –S

1
µ

2

R

22
,

(2.10)
where fj,k denote the PDFs of the two partons p̂j,k with a momentum fraction xj,k in
the two protons with the momenta p1,2. The hard process of the partons calculated in
perturbation theory is ‡̂. It can be seen from the equation how the hard partonic process
is eventually weighted with the PDFs and summed for both partons to finally obtain an
observable cross section. The coupling constant –S is a function of the renormalization
scale µR. Similar to the factorization scale µF, the renormalization scale µR is introduced
to resolve artifacts of pertubative QCD. However, the origin is different. Due to vacuum
polarization effects in QCD resulting from the color charge of gluons, there are likewise
renormalization group equations for –S . The reference scale for the evolution of –S is
µR, therefore –S

!
µ

2

R

"
depends on this scale. These scales must be chosen, resulting in

uncertainties due to the effect of the chosen scale and calculations in finite orders in
perturbation theory. Both scales µR and µF and their particular choice will become
relevant in the studies for dedicated event simulations in Chapter 6.
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3 Experimental environment

In this chapter the experimental environment of the CERN Large Hadron Collider and
the CMS experiment is briefly introduced. The chapter starts with the introduction of
the particle accelerator in 3.1. In section 3.2, the main components of the detector are
described. The chapter concludes with a description of key kinematic quantities for physics
at hadron colliders (section 3.3).

3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is the most powerful accelerator at the site of the
European Organization for Nuclear Research (CERN) [42]. The LHC has a circumference
of 27 km and is the last element in a chain of accelerators. Since the LHC is a synchrotron
and not designed to accelerate particles at low energies, a series of pre-accelerators are
needed. The entire complex can be seen in Figure 3.1. Protons and lead nuclei are
accelerated to center-of-mass energies of up to 14 TeV and 5.6 TeV/nucleon, respectively.
In the most recent run (Run-II), the LHC was operated at a center-of-mass energy of
13 TeV[43]. Initially, protons are obtained by ionization of hydrogen. Thereafter, the
protons are injected into the first accelerator, the linear accelerator LINAC2. Already at
this point the protons are bunched and subsequently accelerated to energies of 50 MeV.
Next, the protons pass through the Proton Synchrotron Booster and reach an energy
of about 1.4 GeV. In the adjacent Proton Synchrotron, the protons obtain an energy of
25 GeV before being further accelerated to 450 GeV in the Super Proton Synchrotron [44].
Ultimately in the LHC, the proton bunches can be accelerated in opposite directions in
two different beam pipes to 7 TeV each.
Besides the center-of-mass energy, the expected number of particle collisions per time
interval is the most important characteristic of a particle collider. This quantity is defined
by the instantaneous luminosity, which is given by

Linst = frev · nbN
2

b

4fi‡x‡y

, (3.1)

where frev describes the revolution frequency, Nb the number of particles per bunch and nb

the number of bunches per beam. In the denominator of the equation ‡x and ‡y describe
the width of the protons’ spatial distribution in a bunch perpendicular to the beam axis.
The LHC is designed to reach an instantaneous luminosity of 1034 cm≠2s≠1 [44].
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12 3 Experimental environment

Figure 3.1: The CERN accelerator complex, taken from [42]. The Large Hadron Collider is
the last element in the chain of accelerators (dark blue). Also, the experiments
at CERN are indicated at the respective positions of the accelerators (yellow
dots).
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3.2 The Compact Muon Solenoid experiment 13

Figure 3.2: A transverse slice through the CMS experiment [49]. On the left side the
collision point can be seen from which exemplary particles emerge in the
transverse direction. The particles penetrate the various subdetectors with
different reach depending on the particle type.

The particles collide at four different positions of the LHC, which are also shown in
Figure 3.1. The detectors of the four experiments ALICE [45], ATLAS [46], CMS [47]
and LHCb [48] are located at these positions. The ALICE detector is specialized on
heavy-ions and analyses the strong-interaction sector of the SM. The LHCb experiment is a
general purpose detector in forward direction and follows a versatile physics program. The
ATLAS and the CMS experiment are also general purpose detectors with a comprehensive
scope, but surround the entire collision point with an enclosed detector. Although the two
experiments focus on a similar program, the two detectors differ significantly in the design
of each individual detector component. In section 3.2 the main components of the CMS
detector are briefly explained.

3.2 The Compact Muon Solenoid experiment
As a multi purpose detector, the Compact Muon Solenoid (CMS) experiment has to meet a
number of requirements to detect a variety of particles at different momenta and energies.
For this reason, the detector is built in an onion-like shell structure around the beam pipe
of the LHC. Different detector layers aim at different goals, which are outlined from inside
to outside in the following. Unless otherwise stated, the summary is based on the detailed
description in [47].
A slice of the CMS detector with all layers is shown in Figure 3.2.

The tracking system is placed in the innermost section of the detector. The role of the
tracking system is to determine the trajectories of charged particles. For this purpose, it is

13



14 3 Experimental environment

located as close as possible to the interaction point. Through this approach the position
of particle collisions and possible secondary vertices can be identified (see section 4.1).
Since the tracker has to meet unique requirements for granularity, speed and radiation
hardness, it is made of silicon. The tracking system consists of four layers of silicon pixel
detectors and several layers of silicon strip detectors. If a charged particle successively
passes through the layers of the tracking system, the charge depositions in each layer
(‘‘hits’’) must subsequently be combined to form a coherent trajectory.
Since the tracking system is placed within a strong magnetic field, the transverse momentum
of a charged particle is given by

pT = mv = qBr . (3.2)

In this case q is the electric charge of the particle, B is the magnetic flux density and r

denotes the bending radius of the trajectory [50]. With geometrical considerations, the
transverse momentum can be determined through the measurement of the sagitta s and
the relation

s = qBl
2

8pT

, (3.3)

where l denotes the path length in the magnetic field [35].

The electromagnetic calorimeter (ECAL) is dedicated to measure the energy of elec-
trons/positrons and photons. It is a homogeneous calorimeter and is composed of lead
tungstate (PbWO4) crystals. Mainly two processes occur in the ECAL resulting in electro-
magnetic showers. At high energies, electrons and positrons deposit their energy in the
ECAL mainly through bremsstrahlung (e.g. e≠ æ “e≠). Photons with an energy greater
than twice the electron mass can generate positrons and electrons in the material via pair
production (e.g. “ æ e+e≠). If the energy is no longer sufficient for the aforementioned
processes, only ionization takes place in the detector material. Finally, photodetectors
(here avalanche photodiodes) are used to infer the deposited energy. The energy resolution
can be parameterized as

3
‡E

E

4
2

=
3

aÔ
E

4
2

+
3

b

E

42

+ c
2

, (3.4)

where a is the stochastic term, b the detector noise term and c the constant term due to
non-uniformity of longitudinal light collection, intercalibration errors and leakage of energy.
The unit of the energy E is GeV. The parameters a, b and c are material dependent and
can determined in beam tests.

The hadron calorimeter (HCAL) is the key to measuring the energy of particles with
strong force interactions. This sub-detector is a sampling calorimeter and is composed of
alternating layers of brass and scintillators. Since hadrons have a longer nuclear interaction
length than the corresponding radiation length of electromagnetic interacting particles,
strong interacting particles deposit their energy mainly in the HCAL. Charged hadrons can
also start showering in the ECAL, however, this effect is small due to the small hadronic
stopping power of the ECAL. If electrons are produced during the processes in the HCAL,
electromagnetic subcascades may arise in the HCAL. Neutral hadrons can only be detected
in the HCAL, since they do not leave a signature in the tracking system or ECAL. For the
reconstruction of neutrinos and exotic particles, the HCAL plays a crucial role, since these
particles can only be deduced indirectly from missing transverse energy (see section 4.5).

The superconducting solenoid encases all previous detector elements. The magnet is
designed to achieve a magnetic flux density of up to 4 T. The setup of the magnet differs
substantially from the ATLAS detector [46]. The presence of the magnetic field allows to
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determine the particle’s sign of electric charge and to reconstruct the transverse momentum
through the curvature as described above.

The muon system is responsible for the identification, momentum measurement and
triggering of muons. Muons at the LHC are produced in an energy regime in which they
deposit only a small amount of energy in the form of ionization [35]. For this reason they
are also called minimum-ionizing particles. Thus, muons pass through all previous detector
layers with minimal interaction and are detected in the dedicated muon system. The muon
system is located in the return yoke of the solenoid, which has a magnetic flux density of
2 T.

The trigger system of the detector is crucial to handle the LHC’s high data rates of over
1 GHz in proton-proton collisions [51]. Since the data rates can neither be stored nor every
single event contains relevant information for the analysis, the CMS detector is equipped
with a two-level trigger system. The first level trigger (L1) is a hardware trigger and
limits the output rate down to 100 kHz. The L1 trigger rapidly selects events that contain
promising candidates, for instance ionization deposits that are consistent with a muon.
The second level is the high-level trigger (HLT). The HLT is a software trigger and reduces
the rate to 400 Hz for offline event storage. For each event, objects are reconstructed that
might be interesting for the ensuing analysis. The HLT runs on a large processor farm [51].

3.3 Kinematic quantities
The origin of the CMS detector’s coordinate system is defined to be in the center of the
collision point. The x-axis points radially inwards to the center of the LHC, the y-axis
points perpendicularly upwards. This determines the direction of the z-axis, which points
along the beam axis towards the Jura mountains at the French-Swiss border. Given
the detector’s geometry and the rotational invariance of particle collisions, cylindrical
coordinates are established. As the azimuthal angle „ is measured from the x-axis in the
x, y-plane, the radial coordinate in this plane is designated as r. Starting from the z-axis,
the polar angle ◊ is measured.
The rapidity, a quantity of velocity is defined by

y = 1
2 ln E + pz

E ≠ pz

, (3.5)

where pz denotes the momentum along the z-axis. For m π p, the rapidity can be
substituted by the more convenient pseudo rapidity. The pseudo rapidity ÷ is used to
specify the direction of a particle, which is associated with the angle ◊ via the relation

÷ = ≠ ln tan
3

◊

2

4
. (3.6)

Thus, small values for ÷ point perpendicular to the z-axis, while large values point towards
the z-axis.
The spatial distance �Rij between two objects with pseudo rapidity ÷i,j and azimuthal
angle „i,j is defined by

�Rij =
Ò

(÷i ≠ ÷j)2 + („i ≠ „j)2 (3.7)

in the ÷, „-plane and plays an important role in Chapter 6 and 7.
Since the momenta of the colliding partons in the center-of-mass frame are unknown,
transverse quantities in the x, y-plane are defined. For example, the transverse momentum
is given as

pT =
Ò

p2
x + p2

y . (3.8)

15



16 3 Experimental environment

Another important quantity is the Missing Transverse Energy, abbreviated as MET. Since
certain particles, e.g. neutrinos and exotic neutral particles, cannot be reconstructed by
the detector, MET provides indications to the presence of these particles in an event. This
is possible since all other particles are detected, leaving neutrinos and exotic particles. A
more detailed description of this quantity is given in section 4.5 in the context of the object
definition.

16



4 Object and event definition

In Chapter 3 it was demonstrated how distinct particles deposit energy in each detector
component. However, the energy depositions must be translated into physics objects for
analyses. The primary reconstruction methods are presented in the following.

4.1 Track and vertex reconstruction
As described in section 3.2, the innermost layer of the detector is the tracking system.
The goal of track reconstruction is to combine hits into a coherent trajectory of a particle
passing the tracker. The CMS experiment applies an adaptation of the combinatorial
Kalman filter called Combinatorial Track Finder (CTF) [52]. A detailed description of the
CTF can be found in [53].
Tracking is based on a computationally expensive and iterative process. First, a dedicated
seed generation is used to identify initial track candidates. Second, a Kalman filter-based
track finding technique is used to calculate seed trajectories along the expected flight
direction of the particle and to check whether hits are present in the corresponding region.
Due to the magnetic field, the track of the charged particle is helix-shaped. Third, a track

fitting module is used, which determines the best parameters for each trajectory. Finally,
the quality of track candidates is evaluated by a track selection and bad candidates are
discarded according to pre-defined criteria [53].
Once the tracks of the particle candidates in the tracking system have been reconstructed,
it is possible to extrapolate the tracks to the origin of the proton-proton collision in the
beam pipe. This allows to reconstruct vertices. The simultaneous proton-proton collision
of two bunches can produce more than 50 interaction vertices. This effect is known as
pileup. The vertex with the highest p

2

T
sum is set as primary vertex. Further vertices away

from collision region are an indication of particle decays.

4.2 Particle-flow
Figure 3.2 shows the different sub-detectors of the CMS and the signal generation of specific
particles. For each collision, the final-state particles must be identified from the generated
signals. In order to combine the entire information from all sub-detectors, the particle-flow
algorithm is applied [54].

Electrons are reconstructed through the ECAL and a trajectory in the tracker. For this
purpose, a track matching the energy deposition in the ECAL must be found in the tracker.

17



18 4 Object and event definition

Accordingly, the energy and momentum of electrons can be measured. Moreover, photons
from bremsstrahlung in the tracker are considered.

Photons are also reconstructed in the ECAL. Photons deposit their energy in the ECAL
as do electrons, but unlike the latter they do not have a track in the first sub-detector.
However, the production of electron-positron pairs from photons in the tracker must be
taken into account.

Muons are reconstructed in the muon system. In addition, it is verified whether a matching
track can be found in the tracking system.

Charged hadrons are reconstructed through energy depositions in the ECAL and HCAL
as well as an compatible track in the tracking system.

Neutral hadrons deposit their energy exclusively in the HCAL. After all previous signa-
tures have been reconstructed to physics objects, the remaining energy depositions in the
HCAL are assigned to neutral hadrons.

4.3 Jet reconstructions
Due to the confinement of QCD, color-charged particles such as quarks and gluons are
not allowed to exist freely at lower energies. Therefore, color-neutral particles are created
through hadronization immediately after the formation. A parton from the hard scattering
process thus generates a number of other color-neutral particles in the direction of flight,
which is called a particle jet. Reaching the HCAL, the already color-neutral hadrons of
the particle jet can, for example, radiate additional gluons through hadronic excitation.
The anti-kT algorithm is applied at CMS in order to combine all particles of a common
flight direction to a jet [55]. Due to the correlated initial flight direction, the particles
approximately form the shape of a cone.
The anti-kT algorithm fulfills two important requirements for a jet algorithm: infrared and
collinear safety. Infrared safety implies the invariance of a jet under radiation of low-energy
gluons. If the jet remains unchanged despite the radiation of gluons at small angles, the
jet is collinear safe. The anti-kT algorithm uses the distance measure

dij = min
1
p

≠2

T,i
, p

≠2

T,j

2 �R
2

ij

R2
(4.1)

between two particles i and j. In the equation �Rij denotes the spatial distance from
eq. 3.7. A radius parameter of R = 0.4 is commonly applied in CMS analyses to identify
jets in MC simulation and data. The distance between a particle i and the beam is defined
by

diB = p
≠2

T,i
. (4.2)

The anti-kT algorithm clusters the two particles whose dij is smallest into a new pseudo
particle. From eq. 4.1 it can be seen that a hard particle and a soft particle are clustered
before combining two soft particles at identical distance. Accordingly, clustering soft
particles with hard particles is preferred over clustering two soft particles. With this
algorithm, cone-like jets are obtained [55].

4.4 b tagging
Jets resulting from B hadrons possess unique characteristics that distinguish them from
other jets. Essentially, B hadrons have a slightly longer lifetime compared to other hadrons.
As a result, B hadrons travel off the collision point before their decay [35]. Theoretically,
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the extended lifetime is motivated by the suppressed CKM matrix elements that describe
the possible transitions of the b quark. Experimentally, this is reflected by a secondary
decay vertex shifted with respect to the primary interaction vertex. Technically, the
identification of a b jet in this thesis is realized via the DeepJet algorithm [56]. The process
of identifying jets as b jets is called b tagging. The DeepJet algorithm uses deep neural
networks (DNNs) with 1D convolutional layers on a number of features of the physics
objects from the particle-flow algorithm. The concept of DNNs is described in section 7.3.2.
Three of the outputs nodes of the multiclassification DNN are then combined into a value
between 0 and 1, which is interpreted as the b jet-ness of the jet candidate. This value is
called b tag value. A medium working point of 0.277 is specified for the data sets analyzed
in this thesis [57]. The medium working point results from the definition of 1 % mistag
efficiency. This means a tagging efficiency of about 79 % for DeepJet for data taken in
2018 [56]. As a consequence, if the b tag value of a jet is equal to or greater than 0.277, it
is assumed to be a b jet.

4.5 MET
Solely weakly interacting, electrically neutral particles produced in the collision cannot be
observed by the detector. Among these undetectable particles are not only neutrinos, but
also hypothetical exotic neutral particles such as Dark Matter candidates. Nevertheless,
the presence of the particles can be inferred indirectly by calculating the sum of transverse
momenta. Via the considerations of the laws of conservation of energy and conservation of
momentum a statement

MET =
-----≠

ÿ

detected

p̨T,i

----- =
-----

ÿ

undetected

p̨T,i

----- , (4.3)

about the energy of the undetectable particles can be made [58]. There are two important
aspects to be taken into account: First, the transverse energy of all particles must be
reconstructed entirely. Second, it is unknown among how many undetectable particles the
missing transverse energy is distributed. Hence, MET depends strongly on sub-detector
resolutions, mismeasurements of all reconstructed particles and detector artifacts.
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5 tt̄+bb̄ production

The beginning of this chapter outlines the necessity of studying the tt̄+bb̄ process. Subse-
quently, section 5.2 describes the event generation process and delineates the simulation
levels for the later studies. Section 5.3 defines the event topologies and concludes with
the tt̄+bb̄ definition. This chapter forms the foundation for the analyses presented in
Chapter 6 and 7.

5.1 Motivation
As already discussed in Chapter 2, the measurement of the coupling of the Higgs boson
to the top quark with a Yukawa-type interaction is an important test of the SM. It
also constrains models of physics beyond the SM (BSM) which predict different coupling
strengths. The associated production of a top quark-antiquark pair and a Higgs boson
(tt̄+H) allows a direct probe of the top-Higgs Yukawa coupling and is the most favorable
production mode for a direct measurement. Even if this production mode represents only
approx. 1 % of the total Higgs boson production cross section, the top quarks have a
distinguishable signature and several Higgs boson decay channels can be accessed [59].
The decay of a Higgs boson into a bottom quark-antiquark pair with a leading-order
(LO) branching ratio Br

1
H æ bb̄

2
of about 58 % is the largest of all decay modes [60].

However, with a predicted inclusive cross section of approx. 0.30 pb, a tt̄+H and H æ bb̄
process (commonly abbreviated as tt̄H(bb̄)) at a center-of-mass energy of

Ô
s = 13 TeV

is rare compared to other processes at the LHC [60]. Both ATLAS and CMS performed
searches for the SM Higgs boson in the tt̄H(bb̄) channel in proton-proton collisions atÔ

s = 13 TeV [59, 61]
Another process that also contains a bb pair in association with a top quark-antiquark pair
but without a Higgs boson is the tt̄+bb̄ process [62]. This process leads to the same final
state, but has an approx. eight times larger predicted inclusive cross section of 2.27 pb [60].
In section 2.1.3 the different channels of tt̄ decays were introduced. This thesis focuses
on the single-lepton channel. At LO, two b quarks originating from the top quark decay,
two light flavor quarks, one charged lepton and one neutrino are expected from the tt̄
system in this channel. The single-lepton channel is a good compromise, since events can
be triggered well due to the lepton, in contrast to the all-hadronic channel, and since it has
a higher branching fraction, compared to the dilepton channel. Both the tt̄H(bb̄) and the
tt̄+bb̄ processes in the single-lepton channel are shown in Figure 5.1 where the identical
initial and final states can also be seen very well.
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Figure 5.1: Examples of LO Feynman diagrams for the tt̄H(bb̄) and tt̄+bb̄ processes.

Besides, the tt̄+bb̄ process is not only an essential background for the tt̄H(bb̄) process.
The tt̄+bb̄ process itself is particularly interesting from a theoretical and experimental
perspective, because two processes occur at different QCD scales [6]. The underlying
pp æ tt̄ process appears at scales around 500 GeV. This process is accompanied by the
production of b jets, which takes place on scales of a few ten GeV [63]. Although the
respective QCD NLO calculations are available for both processes, the two different scales
lead to large uncertainties in the choice of the factorization and renormalization scale [6].

To summarize, the tt̄+bb̄ process is a large irreducible background in tt̄H(bb̄) searches at
the LHC which are important to test the SM and to constrain BSM physics. Furthermore,
the tt̄+bb̄ process itself is of particular interest due to its multiscale QCD nature. Hence,
a detailed tt̄+bb̄ study is crucial.

5.2 Event generation and simulation levels
The production of simulated events follows a sequence of mathematical and technical
procedures to successively embed a variety of physical phenomena until the events are
described as detailed as necessary. The theoretical foundations of QCD factorization
described in section 2.2.2 constitute the starting point of the simulation process. Accordingly,
the matrix elements (ME) of the hard scattering process of the partons in the proton are
calculated first. These calculations are computed to a fixed order of perturbation theory,
for example LO or next-to-leading-order (NLO), to account for higher-order QCD and
electroweak corrections. Already in the definition of the ME there exist several ways to
model a given process. Among other details, this difference in modeling is examined for
different generators in Chapter 6. According to the factorization theorem, the initial states
of the partons in the ME can now be sampled from the PDFs. The PDFs describe the
probability densities of finding the partons with certain longitudinal proton momentum
fractions x at a given energy scale Q

2 in the proton.
Now, the final-state partons of the ME are further processed and QCD fragmentation in the
form of parton showers (PS) as well as initial state radiation (ISR) are simulated. These
PS are caused by coherent radiation of collinear gluons and their further splitting into
quark-antiquark pairs. With the decrease in the PS energy and the resulting increase of the
strong coupling constant –S , the hadronization processes must then be simulated. As the
PS energy scale drops below 1 GeV, the strong coupling constant becomes –S ¥ 1. Thus,
it is no longer possible to apply perturbation theory. As an alternative, phenomenological
models for hadronization are required. There are two major models for hadronization, the
Lund string model [64] and the cluster model [65]. The hadronization finally results in
color-neutral hadrons.
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MC particles Generator level Reconstruction level

proton

proton

quarks, gluons, leptons hadrons, leptons reconstructed particles

Figure 5.2: Visualization of different simulation levels of a jet. Generator level is shown
in the middle of the figure, reconstruction level is shown on the right side.
Exemplary physics objects are correspondingly listed at the bottom.

The full simulation of events of a given process consequently follows a multi-level simulation
chain. In this thesis physics objects are analyzed at two different simulation levels. These
two distinct simulation levels are introduced and defined in section 5.2.1 and 5.2.2 to
clearly distinguish them before the actual analyses. The two levels will then be analyzed
and discussed individually in Chapter 6 and 7. The two simulation levels are based on
the generated MC particles. The exact calculation is specific to the used MC code, which
is described in detail for some MC generators in [66]. The first level of the simulation,
which is studied in this thesis, is the generator level simulation. Sometimes the term ‘‘MC
truth’’ is also used to describe this level, since detector effects are not incorporated. The
second level is the reconstruction level. At reconstruction level the simulated events are
also processed through detector simulations and thus reflect a prediction of real data. The
decisive difference can be noticed already at this point: while the generator level contains
the true information about the event (i.e. final state partons), but does not correspond
to the objects measurable in an event, reconstruction level does not contain this true
information, but includes detector effects. Yet these events should not be confused with
real reconstructed data from actual data taking. The differences of the simulation levels
are also demonstrated in Figure 5.2.

5.2.1 Events at generator level
Considering events on generator level allows for a comparison between various MC event
generators, simulated data from different experiments and theory predictions. Such a
comparison is performed in Chapter 6 using a comprehensive framework.
At generator level, an event is characterized by its remaining particles after hadronization.
Even if these particles are termed stable in this context, this merely means that they do
not decay before reaching the detector. The following generator level object definitions are
based on [67].
Prompt charged leptons are particles arising from electroweak interactions, i.e. not
associated with hadrons or · leptons. To define prompt charged leptons a jet algorithm
is used to cluster all photons in close proximity to the lepton. With this approach QED
radiation effects are considered. The contribution of ISR photons in this case is negligibly
small. Hence, mainly FSR photons remain. On a technical level, all photons are added to
the lepton’s four momentum to take photon radiation into account. For this, an anti-kT

algorithm is used as described in section 4.3. Typically, the radius parameter is set to
a small value of R = 0.1 in this case. Additionally, for the analysis in Chapter 6 and 7,
prompt charged leptons are only considered if their pT passes a pT,min threshold and their
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pseudorapidity ÷ is within the interval |÷| < |÷max|.
Jets are similarly defined at generator level using the anti-kT algorithm. In this procedure
all generator level particles are collected into a cone according to the algorithm. Subse-
quently, prompt electrons, muons and neutrinos that are not associated to hadrons are
removed. Finally, the remaining stable particles are clustered. Many analyses use a radius
parameter of R = 0.4. Furthermore, for the analysis jets must pass a pT threshold to be
selected and their pseudorapidity must lie in an interval of |÷| < |÷max|.
If the full event history is available, it is possible to assign a jet flavor on generator
level. This is achieved via a method called ghost-association or ghost-matching [68]. In
this method, the B hadrons’ momenta are scaled to infinitely small values before the jet
clustering. These super soft B hadrons are then clustered into the jet as ‘‘ghosts’’. As the
jet algorithm is infrared and collinear safe, this does not affect the actual jet clustering.
The occurrence of such a ghost then determines the flavor of the jet which now can be
labeled as a b jet.

5.2.2 Events at reconstruction level

The simulation level considered so far remains theoretical, since events at generator level
cannot be associated with real data from the experiment. In order to make this possible, the
response of the particles in the CMS detector must also be simulated, which is done in the
detector simulation. This level is called reconstruction level and the corresponding events
are discussed in Chapter 7. The physics objects are defined according to the definitions
in Chapter 4. Hence, a direct assignment of the particles in an event between the two
simulation levels is not seamlessly possible and the true information from generator level
is no longer available. To solve this issue and still allow an assignment between the two
simulation levels, a matching algorithm is introduced in Chapter 7.

5.3 Event topologies and tt̄+bb̄ definition
The tt̄+bb̄ process mentioned above is a part of the superset tt̄+jets of all tt̄ processes. By
definition, tt̄+jets events are divided in three mutually exclusive topologies, depending on
the flavor of the generator level hadrons found within the jets that are not associated with
the tt̄ system (called additional jets in the following). The definition follows the method
described in [69]. Events that contain at least one additional b jet are generally denoted as
tt̄+B while events which contain at least one additional c jet but no b jets are denoted as
tt̄+cc̄. Finally, all other events which consequently contain only light-flavour jets or no
additional jets at all are called tt̄+lf.
Furthermore, three cases for tt̄+B events are distinguished, namely tt̄+bb̄, tt̄+2b and tt̄+b,
which are depicted in Figure 5.3. All of them require two B hadrons each in addition to the
tt̄ system. In this thesis, the term tt̄+bb̄ selection will refer to the case in Figure 5.3a, i.e.
a selection of events on generator level that contains a tt̄ system and two additional b jets,
meaning that the two additional B hadrons are assigned to two separate jets. However, in
the tt̄+2b case, the two B hadrons are very close to each other such that they are both
assigned to the same jet. As in the first case, the two B hadrons in the tt̄+b case are
sufficiently far apart from each other. Therefore, they are not assigned to the same jet,
but one of the two jets is now out of acceptance.
The tt̄+bb̄ case should not be confused with tt̄+bb̄ as a name for simulated data samples
in Chapter 6 and 7, because physics objects in the tt̄+bb̄ sample have no such pre-selection
applied on generator level, but only two additional b jets at ME level.
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(a) tt̄+bb̄ (b) tt̄+2b (c) tt̄+b

Figure 5.3: Illustration of tt̄+B events. The tt̄ system is not shown in this visualization, the
differences only pertain to the additional jets. Figure 5.3a shows two separate
jets, each of them contains a B hadron (green circle). Figure 5.3b shows both
B hadrons very close to each other which are therefore merged into a single jet.
Figure 5.3c also shows two separate jets with a B hadron in each jet, but one
jet is out of acceptance (dashed).
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6 Generator level study

For the simulation of events with tt̄+bb̄ processes, different MC generators as well as
settings may be used by the ATLAS and CMS collaborations. In this chapter, different
simulation strategies and settings of existing simulations are described and compared at
generator level. For this purpose, the setting for the study is initially described in sections 6.1
to 6.5. Based on this, exclusively CMS simulations are analyzed in section 6.6. This is
followed by a comparison between ATLAS and CMS simulations which are performed in
the context of the LHC Higgs working group [70] in section 6.7. The chapter concludes
with a summary in section 6.8.

6.1 Objectives and approach
In section 5.1, the necessity of a study of the tt̄+bb̄ process was presented. In this
chapter, different available MC simulations are compared with each other at generator
level. The goal is to identify differences in the modeling and in the associated uncertainties.
This comparison is first performed for tt̄ and tt̄+bb̄ simulations generated by the CMS
collaboration corresponding to the experimental conditions of the data taken in the year
2018 during the LHC Run-II. In a second analysis, the CMS simulations are compared
with the tt̄ and tt̄+bb̄ simulations of the ATLAS experiment. This fosters the design of
a common strategy between ATLAS and CMS for background modeling uncertainties in
tt̄H(bb̄) measurements.

Based on these objectives, the approach is as follows. First, the existing simulations are
described at a technical level and the main differences in parameters (configurations) are
pointed out. Second, an object and event selection is defined for the analysis. Third,
distinct (kinematic) features of the generated events (validation observables) are defined
by which the simulations will be compared. Fourth, the analysis routine is written in a
framework that provides an interface between the experiments. Fifth, a visual comparison
between the simulations is performed with histograms.

6.2 tt̄ and tt̄+bb̄ simulations
In the following sections, the simulation strategies studied in this thesis are described from
a technical point of view. In particular, the MC generators and shower programs used
are addressed and the parameter values applied are stated. Likewise, key differences in
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modeling are highlighted. The content of this chapter explicitly does not include a detailed
description of the functioning of the respective simulation programs for the generation of
the events. Furthermore, not every parameter choice is motivated, since this is beyond the
scope of this thesis and follows the work of the authors of the simulations. The details can
be found in the references provided. Rather, the focus in the following is on describing
the exact settings of the tt̄ and tt̄+bb̄ simulation environments and the comparison based
on the validation observables (section 6.4). The CMS simulations are described initially,
followed by a brief description of the differences between these simulations and the ATLAS
simulations.

6.2.1 tt̄ Powheg+Pythia8 simulation

The first simulation approach is called tt̄ Powheg+Pythia8 simulation. This abbreviation
refers to the MC event generator Powheg v2 interfaced with Pythia8 [71–74]. The matrix
elements (ME) calculation order is next-to-leading-order (NLO). Since only the top quarks
and additional NLO radiation are calculated in the ME of the tt̄ simulation approach, the
additional b jets mainly originate from the parton shower (PS). The inner structure of the
two protons is described by the parton distribution function (PDF) set NNPDF 3.1 at
NLO [40]. The PS and the hadronization is generated by Pythia8.230 which produces
a multi-particle final state from the hard scattering process [75]. Pythia8 comes with
a whole set of parameters available for adjustments, which define the response of the
modeling. The set of adjustable parameters is called tune. In this simulation approach the
‘‘CMS Pythia8 tune 5’’ (CP5) is applied. The detailed specifications of the CP5 tune are
defined in [76]. The top quark mass is set to mt = 172.5 GeV. The hdamp parameter, which
regulates the real emissions in Powheg, is set to 1.379 times the top quark mass [77]. The
renormalization and factorization scales are also determined by quantities of the top quark
and scaled to

µR,F =
Ò

m
2
t

+ p
2

T,t
, (6.1)

where mt denotes the top quark mass and pT,t the transverse momentum of the top
quark. The tt̄ Powheg+Pythia8 simulation approach has been used in tt̄H(bb̄) analyses
published by CMS for the modeling of the irreducible tt̄ background so far [61, 78].

The most important difference of this simulation approach compared to the following
tt̄+bb̄ Powheg+Pythia8 simulation approach is the description of the b quarks. Crucial
for the effects observed in this study is where the additional b quarks, which are not
associated with tt̄ decay, stem from. These additional b quarks can originate either from
ME calculations, or from PS.

The difference of the additional b quarks’ origin can be implemented in two different
ways, called 5-flavor scheme (5FS) and 4-flavor scheme (4FS) [79]. The primary difference
between the two flavor schemes is whether or not the b quark is contained in the initial
state in the proton, i.e. as a part of the PDF. In the 5FS, the b quark is one of the five
quark flavors (u, d, c, s, b) present in the proton, which is indicated in the naming. In
this representation, the b quarks are assumed to be massless. Thus, the b quarks can
be included in the calculations in the initial state, simplifying them and allowing for
resummation of large initial state logarithms into the b quark PDF as explained in the
following. The tt̄ Powheg+Pythia8 simulation approach is performed in the 5FS.
The calculations in pertubation theory of the process are influenced by two different
mass or energy scales, the hard scale Q and the b quark mass mb. In these calculations
logarithms and exponents with the quotient m

2
/Q

2 occur. Particularly the occurring
logarithm spoils the accuracy of the calculations in case of Q ∫ m. These logarithms
arise from gluon splitting into b quark-antiquark pairs, which can appear in the initial
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or final state. The final state logarithm can be resummed in pertubative fragmentation
functions, for example. The emerging difficulties of initial state logarithms can be solved
by defining a b quark PDF. This is possible for large Q at small mass mb of the b quarks.
As a result, the logarithms are resummed to all orders in the strong coupling constant –S

via the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [80]. By
assuming massless b quarks, Q ∫ mb = 0 is accomplished.

The advantage of using the 5FS is smaller scale uncertainties. This results in more precise
predictions for inclusive observables, e.g. total rates. The disadvantage is less accurate
predictions for differential distributions. For this purpose, 4FS NLO calculations are
applied instead [79]. The following tt̄+bb̄ simulation approaches are calculated in the 4FS.

In this and all other simulation approaches, events are generated in the dilepton channel
as well as in the single-lepton channel (see section 2.1.3). Although this thesis focuses on
the single-lepton channel (see section 5.1), the later analysis will demonstrate that events
simulated in the dilepton channel can satisfy the selection of the routine due to lepton
misidentification and thus influence the result, whereas the all-hadronic channel does not.

6.2.2 tt̄+bb̄ Powheg+Pythia8 simulation

The second simulation approach is referred to as tt̄+bb̄ Powheg+Pythia8 simulation.
The MC generator used for this simulation approach is Powheg-Box-Res combined with
OpenLoops [63, 81, 82]. The ME calculations are performed at NLO accuracy. In contrast
to the tt̄ simulation approach, the ME calculation does not only include tt̄ production, but
tt̄+bb̄. The PDF set used is NNPDF 3.1 at NLO with –S = 0.118, albeit in the 4FS. For
the shower and hadronization, the identical Pythia configuration is adopted as for the tt̄
Powheg+Pythia8 simulation approach. As before, the CP5 tune is applied and the top
quark mass is set to mt = 172.5 GeV. Also, the hdamp parameter is set to 1.379mt in this
simulation approach, since it is governed by the tune. Due to the presence of two different
scales and the different ME, the choice of µR,F changes to

µR = 1
2 · 4

Û

mT,t · m
T,t

· mT,b · m
T,b

and µF =
q

(MT)
4 , (6.2)

where
q

(MT) = mT,t + m
T,t

+ mT,b + m
T,b

+ pT,g is the sum of the pertinent transverse
quantities (see section 3.3). The scale choice incorporates the two widely differing scales
for the tt̄+bb̄ production and geometrically averages the relevant scales of the top and b
quark masses.

In case b quarks are considered together with the top quarks in the ME, the 4FS is the
preferred choice for the simulation approach [63]. The b quarks are now massive and no
longer part of the PDF set. The b quark mass is set to mb = 4.75 GeV. Following the
reasoning in the previous section, the occurring logarithms can no longer be resummed
with massive b quarks. The resulting calculation is handled by splitting the ME into three
parts

M
tt̄+bb̄

= M
IS,tt̄+bb̄

+ M
FS,tt̄+bb̄

+ M
rem,tt̄+bb̄

, (6.3)

where M
IS,tt̄+bb̄

and M
FS,tt̄+bb̄

denote the initial and final state g æ bb splittings, re-
spectively. It is found that the numerical impact of the remaining ME M

rem,tt̄+bb̄
is

negligible [63]. Despite a more complicated calculation and the impossibility of resumma-
tion, tt̄+bb̄ ME offer significant advantages. By describing the protons in the 4FS, the
dependence on PS modeling can be minimized and g æ bb splittings are free of collinear
singularities [63]. Due to the occurrence of two relevant scales in this process, larger scale
uncertainties are expected.
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6.2.3 tt̄+bb̄ Sherpa simulation
The tt̄+bb̄ Sherpa simulation approach is executed with the MC generator Sherpa 2.2.4
and OpenLoops at NNLO [83]. As indicated in the simulation name, this is a simulation
approach with tt̄+bb̄ in the ME and thus structurally similar to the previous simulation
approach. The ME calculations are realized at NLO. The general simulation approach
in Sherpa is slightly different from those in the previous programs. In this approach,
merging schemes are used in the simulation that consistently merge NLO ME of different
multiplicities. This procedure requires specific algorithms that merge ME calculations
of different orders with various multiplicities, namely LO and NLO, and subsequently
allows them to be matched with the PS. As PDF set NNPDF 3.0 is used at NLO with
–S = 0.118 [84]. The PS is also realized in Sherpa. The tune is the default setting
according to the authors [85]. Both the top quark mass with mt = 172.5 GeV as well as
the b quark mass with mb = 4.75 GeV are chosen as in the previous simulations. The
renormalization scale and factorization scale are defined as

µR =

Û

mT,t · m
T,t

· mT,b · m
T,b

and µF =
q

(MT)
4 . (6.4)

Accordingly, while the renormalization scale is different compared to µR of the tt̄+bb̄
Powheg+Pythia8 simulation approach, the factorization scale µF is the same.

6.2.4 tt̄+bb̄ MG5aMC(NLO) simulation
The last simulation approach is the tt̄+bb̄ MG5aMC(NLO) simulation. The MC generator
used for this simulation approach is MadGraph5_aMC@NLO 2.4.2 [86]. As with the
previous two simulation approaches, MG5aMC(NLO) also calculates tt̄+bb̄ in the ME.
The ME calculations are processed at NLO. The multijet merging setup described for
Sherpa is also implemented in this simulation program. The PDF set NNPDF 3.1 is
used at NLO with –S = 0.118. The PS is implemented in Pythia as in the tt̄+bb̄
Powheg+Pythia8 simulation approach. CP5 is uniformly used as tune. The top quark
mass is set to mt = 172.5 GeV as in the other simulation approaches, whereas the b quark
mass with mb = 4.70 GeV is slightly different. The renormalization scale and factorization
scale are chosen differently in this simulation approach compared to the previous ones with

µR,F =
q

(MT)
2 . (6.5)

The main settings of the simulation approaches examined are condensed in Table 6.1. The
scales used are summarized in Table 6.2.

6.2.5 ATLAS simulations
The individual settings of the ATLAS simulation approaches are not discussed at length as
they were for the CMS simulation approaches. Essentially, ATLAS uses slightly different
parameters or combines other versions of MC generators with different PDF sets that
have already been discussed. The applied configurations are shown along with the CMS
simulation approaches in Table 6.1 for direct comparison. Unlike the CMS simulations,
no simulated events with a MG5aMC(NLO) simulation approach are available. Instead,
another tt̄ simulation approach is analyzed, in which events are generated with Sherpa

where the ME for events with tt̄ and zero or one additional jets are calculated at NLO
while the ME for events with two to four additional jets are calculated at LO. Analogous to
the CP5 tune from CMS, ATLAS uses its own tune called A14 [87]. The renormalization
scales and factorization scales used are shown in Table 6.2 alongside the scales from CMS.
ATLAS applies identical scales in the tt̄ simulation approaches, but applies different scales
in the tt̄+bb̄ Powheg+Pythia8 and tt̄+bb̄ Sherpa simulation approach.
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6.2.6 Uncertainties

In addition to the nominal distributions, the incorporation of uncertainties is also part
of the analysis. These uncertainties are variations of the renormalization scale µR and
factorization scale µF defined above specifically for each simulation approach. Regardless
of the scale definition for each simulation approach, the procedure for a scale variation
is identical for all simulations. The renormalization scale and the factorization scale
are varied independently from each other. One of the two scales is doubled or halved
respectively, whereas the other one is fixed. This results in a total of four variations,
which are 1µR, 0.5µF; 1µR, 2µF; 0.5µR, 1µF and 2µR, 1µF. These variations are also called
µR,F up/down variations. To account for the up/down scale variations of µR and µF in the
distributions of the validation observables, in each bin it is checked to determine which two
variations deviate up resp. down from the nominal value. The plotted scale uncertainty is
then calculated by the sum of squares of the two independent variations

vup/down = vnominal ±

Û

�µ
2

R,up/down
+ �µ

2

F,up/down
, (6.6)

where v denotes the value in a given bin and µR/F,up/down the scale variations listed above.
No variations are plotted for the Sherpa simulated events since they could not be accessed.

In the comparisons of the CMS simulations with the ATLAS simulations (see section 6.7),
the scale variations are calculated in a different way. In this calculation, the two scales are
not varied independently from each other as before, but simultaneously. This results in
only two variations, 0.5µR, 0.5µF and 2µR, 2µF. These variations are also referred to as
ME scale variations in the following.

In addition to the ME variations, also PS variations are considered. In the Pythia8

parton showering process, splitting processes occur that depend on the choice of –S . Thus,
the occurring additional gluon radiation at this stage of the simulation also depends
on the renormalization scale, since –S is associated with the renormalization scale (see
section 2.2.2). Pythia8 distinguishes between a contribution of PS uncertainties arising
from gluons from ME simulations and a contribution from gluons from the actual PS process.
The uncertainties pertaining to the initial-state radiation (ISR) and final-state radiation
(FSR) are used for the analysis in the default configuration (ISRup/down, FSRup/down) [88,
89].

6.3 Object and event selection
The object definition for comparing the different simulated events is based on the generator
level definition described in section 5.2.1. The jets are defined according to the anti-kT

algorithm with a radius parameter of R = 0.4. In addition, the jets must exceed a pT value
of 25 GeV and lie within a pseudorapidity range of |÷| < 2.5. The b jets are identified using
ghost matching as described in section 5.2.1. The B hadrons are required to have a pT

value of at least 5 GeV. The leptons considered are electrons and muons. As a consequence,
in the following leptons always denote electrons or muons. They must pass a pT threshold
of pT Ø 27 GeV and, like the jets, must lie within a pseudorapidity interval of |÷| < 2.5.
The leptons are removed if they are found within a distance of R < 0.4 from a jet.

An event is selected for further analysis if exactly one lepton is present, corresponding to a
selection for the single-lepton channel. In addition, at least four jets in the event must
meet the above criteria. This selection is lower than the number of jets that would be
expected at LO for a tt̄+bb̄ process in the single-lepton channel (see Chapter 5). Although
six jets are expected at LO, the selection is chosen to account for the fact that not all jets
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may meet the thresholds of the object selection. In addition to the selection of the number
of jets, the events are divided into two categories. The first category additionally requires
exactly 3 b jets. By analogous reasoning, one of the four b jets may not be identified
as such. The second category corresponds to the signal region and additionally requires
at least four b jets. In summary, the analysis is performed on two categories, ‘‘1 lepton,
Ø 4 jets, 3 b jets’’ and ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’, respectively. The motivation for
introducing the two categories is the fact that in the Ø 4 b jets case the full event with
all b jets is present, whereas the 3 b jets case is better suited for the study of acceptance
effects in related analyses, e.g. tt̄H(bb̄) analyses by CMS [61, 78].

6.4 Validation observables

For the comparison of the simulated events, quantities must be defined against which
the actual comparison can be performed. These quantities are referred to as validation
observables in the following. The first validation observable is the number of jets (Njets)
in an event, which is also referred to as jet multiplicity. The second validation observable
is the number of b jets (Nb jets) in the event, which is a subset of Njets.
In the observable pT (all b jets) the individual pT values of all b jets are recorded in an
event. The observables pT (highest pT b jet), pT (second-highest pT b jet), pT (third-highest
pT b jet) and pT (fourth-highest pT b jet) compare the corresponding b jet sorted by the
pT value of all b jets in an event.
The observable HT is defined by the scalar sum of the transverse momenta of the examined
particles

HT =
ÿ

i

pT,i , (6.7)

where i denotes the particle considered. In total, three different HT observables are defined.
HT (jets) is the scalar sum of all jet pT values in an event. HT (jets+lepton) further adds
the lepton’s pT value to the previous observable. HT (b jets) only considers the scalar sum
of the transverse momenta of all b jets in the event. The detailed study of the numerous
observables, which investigate the pT values of the jets and also of the lepton in different
ways, allow the verification of whether certain simulation approaches tend to produce
softer (lower momentum) or harder (higher momentum) objects.
The distance between b jets in the ÷, „-plane according to equation 3.7 is analyzed in three
observables. In the observable �R (average between b jets) is calculated as the arithmetic
mean of �R between all pairs of b jets in an event. The observable �R (bb) (closest)
determines the distance between the two b jets that are closest to each other in an event,
while �R (bb) (leading) indicates the distance between the two b jets with the two highest
pT values. The analysis of the distance observables allows to investigate whether b jets
tend to be closer to each other in simulation approaches with tt̄ or tt̄+bb̄ in the ME.
Another validation observable is the invariant mass, which is determined for the two
closest b jets (m (bb) (closest)) and for the two highest pT b jets (m (bb) (leading)). This
validation observable is an important observable in studies of tt̄H(bb̄) production for which
tt̄+bb̄ is a crucial background (see Chapter 5). The invariant mass of the two b jets in the
H æ bb̄ process should correspond to the invariant Higgs boson mass, therefore also the
background in this observable must be modeled accurately.
Similar to the invariant mass, the pT value of the system with the two closest b jets
(pT (bb) (closest)) and the two hardest b jets (pT (bb) (leading)) is also analyzed. The
validation observables are summarized in Table 6.3.
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Table 6.3: List of all validation observables used for the comparison of the tt̄ and tt̄+bb̄
simulation approaches.

Observable Description

Njets Number of jets in the event
Nb jets Number of b jets in the event
All b jet pT pT of all b jets in the event
Leading b jet pT pT of b jet with largest pT in the event
Sub-leading b jet pT pT of b jet with second largest pT in the event
Third b jet pT pT of b jet with third largest pT in the event
Fourth b jet pT pT of b jet with fourth largest pT in the event
HT Scalar pT sum of all jets and lepton in the event
HT (jets) Scalar pT sum of all jets in the event
HT (b jets) Scalar pT sum of all b jets in the event
�R (bb) (average) Average �R of all two b jet combinations in the event
�R (bb) (closest) �R of the two b jets which are closest in �R in the event
�R (bb) (leading) �R of the two largest pT b jets in the event
m (bb) (closest) Invariant mass of the two b jets closest in �R in the event
m (bb) (leading) Invariant mass of the two largest pT b jets in the event
pT (bb) (closest) pT of the system with the two b jets closest in �R in the event
pT (bb) (leading) pT of the system with the two largest pT b jets in the event

6.5 Analysis routine
After the data sets have been described, the uncertainties specified, the object and event
selection defined and the validation observables chosen, a suitable framework is required.
In order to not only compare CMS internal simulations, but also to be able to compare
them with ATLAS simulations, the framework Rivet is chosen for the analysis. A detailed
description of the Rivet framework can be found in reference [90]. Rivet is an acronym
for ‘‘Robust Independent Validation of Experiment and Theory’’ and provides all required
features for a generator level study between CMS only simulations, but also with ATLAS
simulations. In particular, Rivet version 3 and higher offers the possibility to include
uncertainties [91]. The tt̄+bb̄ routine developed for this analysis is available in [92].

6.6 Comparison: CMS
In this section, the results of the analysis routine applied to the four CMS simulation
approaches tt̄ Powheg+Pythia8 (sec. 6.2.1), tt̄+bb̄ Powheg+Pythia8 (sec. 6.2.2),
tt̄+bb̄ Sherpa (sec. 6.2.3) and tt̄+bb̄ MG5aMC(NLO) (sec. 6.2.4) are discussed. In the
labels of the histograms Powheg+Pythia8 is abbreviated with PP8 and MG5aMC(NLO)

is shortened to aMC. Since comparisons are performed for each validation observable in
Table 6.3 for each of both categories, a complete discussion of all observables exceeds the
limits of this thesis. The distributions of the observables in the ‘‘1 lepton, Ø 4 jets, 3 b
jets’’ region can be found in Appendix A. Also, all distributions of the ‘‘1 lepton, Ø 4 jets,
Ø 4 b jets’’ category not discussed in this section can be found there.

The first validation observable is the number of jets in an event, which is shown in
Figure 6.1. This figure, like any in this section, is divided into three parts. The upper
part shows the distribution of the examined observable, normalized to an integral value of
1. In addition, each bin content is divided by the bin width to account for non-uniform
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Figure 6.1: Jet multiplicity of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5-

aMC(NLO) (blue) simulated events. The statistical uncertainties are shown
as bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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bin widths, if applicable. Variations are shown as bands around the nominal distributions
(except for events simulated with Sherpa) as explained in section 6.2.6. In the middle
panel of the figure, the ratio of the distributions of the events simulated with all three
tt̄+bb̄ simulation approaches relative to the tt̄ simulated events is displayed. Additionally,
the scale variation of the tt̄ simulated events is shown as a gray uncertainty band. The
lower panel of the figure compares the relative uncertainties of the distributions of the
two Powheg+Pythia8 simulation approaches. The other two distributions of the events
simulated with the tt̄+bb̄ Sherpa and tt̄+bb̄ MG5aMC(NLO) simulation approaches
are not included in this part for better visibility.

In Figure 6.1, it can be seen that the distributions of the jet multiplicity differ in all four
simulation approaches. Nevertheless, the trends of the distributions of the events simulated
with the three tt̄+bb̄ simulation approaches are similar with respect to the distribution of
the tt̄ simulated events. In the events simulated with the tt̄+bb̄ simulation approaches,
there tend to be fewer jets in an event compared to the tt̄ simulated events. This trend
depends strongly on the simulated processes under review. If only a simulation of the
single-lepton channel is examined instead of a more inclusive simulation (i.e. also the
dilepton channel), a reverse trend can be observed. Even if the selection in the analysis
requires precisely one lepton in the event and thus corresponds strictly to the single-lepton
channel, events generated in the dilepton channel can have an impact on the result. If,
for example, one of the two simulated leptons in the dilepton channel does not meet the
required threshold values for leptons, this event may comply with the requirement ‘‘1
lepton, Ø 4 jets, Ø 4 b jets’’. The deviation of the distribution by adding or omitting the
dilepton channel despite the explicit selection on the single-lepton channel in the analysis
routine will be demonstrated later in this section.
In the lower part of Figure 6.1 it is shown that the variation of the events simulated with
the tt̄+bb̄ simulation approach is much larger than the variation of the events simulated
with the tt̄ simulation approach as expected (see section 6.2.2). In addition, it can be seen
that the scale variations are asymmetric.

The number of b jets, a subset of the previously analyzed jet multiplicity, can be seen in
Figure 6.2. The b jet multiplicity tends to be higher in events of the tt̄+bb̄ simulation
approach than in the events of the tt̄ simulation approach. All distributions agree well
with each other for exactly four b jets.

Examining the pT values of all b jets in the event, no major effect can be observed as
in the jet or b jet multiplicity. The distribution is shown in Figure 6.3. Starting from a
b jet pT of about 150 GeV the statistical uncertainty and thus statistical fluctuation of
the distribution increases due to the limited number of simulated events. The effect is
counteracted by increasing the bin width. In order to retain a smooth distribution, the bin
contents are divided by the bin width as mentioned above.

The validation observable HT of the jets, in contrast, differs remarkably in the simulated
events of all considered MC generators. This is illustrated in Figure 6.4. The quantity
HT (jets) is defined according to equation 6.7 and thus correlated with the pT values
of all b jets in the event (Figure 6.3). It can be seen that for small values up to about
300 GeV of HT, the three distribution of events with the tt̄+bb̄ simulation approaches
predict significantly more events than the tt̄ simulated events. Above about 400 GeV, the
distributions of the events simulated with the tt̄+bb̄ Sherpa and Powheg+Pythia8
simulation approach show a similar behavior with clearly smaller values for HT (jets)
compared to the events simulated with the tt̄ Powheg+Pythia8 simulation approach.
Thus, HT (jets) is distinctly shifted to smaller values for the events simulated with these
two simulation approaches. This kind of consistent behavior is not observed for the events

37



38 6 Generator level study

3 4 5 6 7 8 9 10

4−10

3−10

2−10

1−10

1

Ar
bi

tra
ry

 u
ni

ts
/b

in
 w

id
th  (5FS) PP8tt

 (4FS) PP8b+btt
 (4FS) Sherpab+btt
 (4FS) aMCb+btt

)2
F
µΔ + 2

R
µΔVariations (

CMS private work
 4 b jets≥ 4 jets, ≥1 lepton, 

0.6
0.8

1
1.2
1.4 t/tb

+bt
R

at
io

 t

3 4 5 6 7 8 9 10
b Jet Multiplicity

0.4−
0.2−

0
0.2
0.4

R
el

. u
nc

er
t.

Figure 6.2: b jet multiplicity of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5-

aMC(NLO) (blue) simulated events. The statistical uncertainties are shown
as bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure 6.3: pT (all b jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, Ø 4 b jets’’.
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Figure 6.4: HT (jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, Ø 4 b jets’’.
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Figure 6.5: �R (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5-

aMC(NLO) (blue) simulated events. The statistical uncertainties are shown
as bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.

simulated with MG5aMC(NLO). The apparent effect is similarly prominent when the pT

value of the lepton is added to HT (see Figure A.21). However, the effect is not visible if
only b jets are considered in HT (see Figure A.22).

An interesting characteristic of the events simulated with the three tt̄+bb̄ simulation
approaches can be seen in Figure 6.5. In this figure, the distance between the two closest b
jets in the ÷, „-plane is shown. It is identifiable that the tt̄+bb̄ simulation approaches tend
to predict smaller values in the �R (closest b jets) validation observable. The behavior
can be attributed to the additional b jets, which do not originate from the top quark
decays. When describing not only the tt̄ system but also the additional b quarks via
the ME calculation, i.e. in the tt̄+bb̄ simulation approaches, they show a more collinear
characteristic compared to b jets from gluon splittings in the tt̄ simulation approaches.

As previously noted, the distributions can be affected by different tt̄ decay channel
simulations, although a selection is applied to the single-lepton channel in the analysis
routine. The effect is demonstrated for the �R (closest b jets) validation observable
in Figure 6.6. As in the figures above, distributions of the events simulated with tt̄
Powheg+Pythia8 in a simulation including the dilepton channel and the single-lepton
channel (black) and tt̄+bb̄ Powheg+Pythia8 in a simulation including the dilepton
channel and the single-lepton channel (green) can be seen. For exemplification, events
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Figure 6.6: �R (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 simulated events in a simulation of the dilepton
channel and the single-lepton channel (green), tt̄+bb̄ Powheg+Pythia8
simulated events in a simulation of the single-lepton channel only (red).
The statistical uncertainties are shown as bars. The quadratically summed
variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, Ø 4 b jets’’.
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Figure 6.7: m (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5-

aMC(NLO) (blue) simulated events. The statistical uncertainties are shown
as bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.

simulated with a tt̄ Powheg+Pythia8 simulation approach in a simulation including the
single-lepton channel only, which has not been shown before but is also investigated in
this thesis, is displayed in red. The extent to which the inclusion of the dilepton channel
simulation changes the distributions in this variable can be clearly seen. Therefore, despite
the selection of events of the single-lepton channel in the routine of the analysis, it is highly
important to carefully consider which simulated events are used in the analysis, i.e. adding
the dilepton channel or not. For consistency, both tt̄ decay channels are included at every
point in this comparison, with the exception of this illustrative example.

The mass of the two closest b jets m (bb) (closest) is shown in Figure 6.7. The validation
observable of the distributions of the simulated events with the three tt̄+bb̄ simulation
approaches varies around the distribution of the tt̄ simulation approach. In the range
60 GeV to about 100 GeV, a slight excess in all three distributions of the tt̄+bb̄ simulation
approaches can be observed. The tt̄+bb̄ Powheg+Pythia8 simulated events show
a decreasing trend compared to the events simulated with the tt̄ Powheg+Pythia8
simulation approach, which can be seen up to about 200 GeV. Above this value, the
statistical fluctuations increase due to the small number of events at these high masses.
No trend is discernible in the events simulated with Sherpa and MG5aMC(NLO).
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Figure 6.8: pT (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5-

aMC(NLO) (blue) simulated events. The statistical uncertainties are shown
as bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.

After comparing the distance and mass of the closest two b jets in Figures 6.5 and 6.7, the
pT values of these jets are investigated in Figure 6.8. For small pT values up to nearly
100 GeV for pT (bb) (closest), the tt̄+bb̄ events simulated with Sherpa and MG5aMC-

(NLO) generators deviate significantly from the tt̄ Powheg+Pythia8 simulated events.
Also, both distributions show an increasing trend and thus a shift to higher pT values, i.e.
generally harder jets for the closest two b jets. In contrast, the two distributions of the
events simulated with Powheg+Pythia8 simulation approach agree well.

6.7 Comparison: ATLAS and CMS
The comparison of the tt̄ and tt̄+bb̄ simulation approaches between ATLAS and CMS is
a common effort of the LHC Higgs Working Group to foster a joint strategy across the
two experiments. The figures discussed in this section contain the previously discussed
CMS distributions, which are created for this thesis and the corresponding distributions
created by the ATLAS Collaboration. The figures in this section are created by the
ATLAS Collaboration after the CMS distributions have been provided for the purpose
of a comparison. The distributions are based on the same analysis routine in the Rivet

framework [92].
In the following section, tt̄ and tt̄+bb̄ simulation approaches are compared between ATLAS
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and CMS at generator level. The configurations used for the MC simulations are shown in
Table 6.1. For the generation of the distributions, events are analyzed with the simulation
of the dilepton channel as well as the single-lepton channel. This comparison enables to
identify differences in the simulation approaches and their uncertainties between the two
experiments and, if necessary, to adjust them afterwards.

The distributions of the events simulated with tt̄ and tt̄+bb̄ Powheg+Pythia8 simulation
approaches from ATLAS and CMS are compared in Figure 6.9a for the jet multiplicity
observable. The upper panel of the figure shows the distributions of the simulated events
normalized to the integral value 1 as in the previous section. Unlike the distributions in the
CMS simulation analysis, the vertical axis is not logarithmic in the following. The ME+PS
uncertainties as defined in section 6.2.6 for the simulated events with tt̄ Powheg+Pythia8
simulation approaches are also visualized as uncertainty bands. In the lower panel of the
figure the ratios of the distributions with respect to the tt̄ Powheg+Pythia8 simulated
events from ATLAS can be seen. Clearly, the two distributions of simulated events with
the tt̄ Powheg+Pythia8 simulation approach from ATLAS and CMS are in very good
agreement. Also, the scale variations agree well. The simulated events of the two tt̄+bb̄
Powheg+Pythia8 simulation approaches differ notably from each other. While the tt̄+bb̄
ATLAS simulation approach shows a shift to lower jet multiplicities, the tt̄+bb̄ CMS
simulation approach shows an opposite pattern with an increased number of simulated
events at higher jet multiplicities. This behavior was not observed in the comparison
for CMS in Figure 6.1. There, the trend is rather similar to the tt̄+bb̄ ATLAS graph
in Figure 6.9a. This effect may be attributed to taking into account different tt̄ decay
channels. Within the previous study, this effect was investigated for CMS and it was
found that the trend behaves as shown in Figure 6.9a, if only events simulated in the
single-lepton channel are examined. However, it is stated about the distributions that they
include the dilepton channel as well as the single-lepton channel for all simulations.

In Figure 6.9b, the distributions of the simulated events with the three Sherpa simulation
approaches are compared with the previously analyzed tt̄ Powheg+Pythia8 simulated
events. Among these three distributions of events simulated with the Sherpa generator
are two simulation approaches from ATLAS, a tt̄ and a tt̄+bb̄ simulation approach, and
a tt̄+bb̄ simulation approach from CMS. It can be seen how well the tt̄+bb̄ Sherpa

simulated events match with the tt̄ Powheg+Pythia8 simulated events. However, the
distribution of the events with the tt̄ simulation approach from ATLAS differs significantly
from the other distributions for events with a large number of jets.

Figure 6.10a shows the validation observable HT (jets) for the events simulated with
Powheg+Pythia8. Good agreement can be observed in the distributions of the tt̄
simulation approaches from ATLAS and CMS in this observable. Also the sizes of the scale
variations shown agree well. The tt̄+bb̄ Powheg+Pythia8 simulated events from CMS
differs slightly from the tt̄ Powheg+Pythia8 simulated events from ATLAS. The events
simulated with the tt̄+bb̄ Powheg+Pythia8 simulation approach from ATLAS deviates
clearly. The deviation of these simulated events is particularly prominent around the
region of the peak at about 400 GeV. Additionally, the simulated events reveal a tendency
towards smaller values for HT (jets) in the tt̄+bb̄ Powheg+Pythia8 simulation approach
from ATLAS.

In Figure 6.10b, the tt̄+bb̄ Sherpa simulated events are presented in comparison to the tt̄
Powheg+Pythia8 simulated events. Both distributions of the events simulated with the
tt̄+bb̄ Sherpa simulation approach from ATLAS and CMS show an excess around the
peak compared to the tt̄ Powheg+Pythia8 simulated events. Again, the distributions of
the events simulated with the tt̄+bb̄ simulation approaches feature a shift to smaller pT
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(a) tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simulations
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(b) tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa simulations

Figure 6.9: Jet multiplicity for the tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8
simulated events (top) and for the tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa

simulated events (bottom) for ATLAS and CMS. The distributions are normal-
ized to an integral value of 1. The ratios are determined with respect to the tt̄
PP8 simulated events from ATLAS. The plotted uncertainty bands show the
scale variation of ME+PS. Plotting by A. Knue.
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(a) tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simulations
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(b) tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa simulations

Figure 6.10: HT (jets) for the tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simu-
lated events (top) and for the tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa

simulated events (bottom) for ATLAS and CMS. The distributions are nor-
malized to an integral value of 1. The ratios are determined with respect to
the tt̄ PP8 simulated events from ATLAS. The plotted uncertainty bands
show the scale variation of ME+PS. Plotting by A. Knue.
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48 6 Generator level study

values as previously observed. Being consistent with this trend, the tt̄ Sherpa simulated
events from ATLAS does not show this characteristic.

Figure 6.11a depicts the distribution of the distance �R between the two closest b jets
�R (bb) (closest). Both tt̄ Powheg+Pythia8 simulated events from ATLAS and CMS
agree very well in this observable. The ME+PS scale variations have identical dimensions
in both distributions. Of particular interest is the strong and unambiguous difference to
the distributions of the events simulated with the tt̄+bb̄ Powheg+Pythia8 simulation
approach. The closest two b jets in the event are therefore substantially more collinear
in the simulation approaches in which the additional b jets are described in the ME
than in the simulation approaches in which they are described through a PS. This effect
was also identified in the analyses of the tt̄+bb̄ simulation approaches relative to the tt̄
Powheg+Pythia8 simulation from CMS in the previous section (see Figure 6.5). The
validation observable �R (bb) (closest) shows the strongest difference of all observables
examined between the tt̄ and tt̄+bb̄ simulation approaches.

The distributions of the events simulated with the three Sherpa simulation approaches
for �R (bb) (closest) are presented in Figure 6.11b. The tt̄+bb̄ Sherpa simulated events
from both ATLAS and CMS, along with the tt̄+bb̄ Powheg+Pythia8 simulated events,
show the behavior of comparably close b jets. A striking feature is the fact that the
distributions of the events simulated with the tt̄ Sherpa simulation approach from ATLAS
also demonstrates this strong trend.

In the following paragraphs the two b jets with the largest pT values are analyzed.
Figures 6.12a shows the mass of these two b jets. Comparing the two distributions
of the events simulated with the tt̄ Powheg+Pythia8 simulation approach from ATLAS
and CMS, a slight trend towards smaller masses can be discerned for the simulation
approaches by CMS relative to the simulation approaches by ATLAS. Also the two
distributions of the events simulated with the tt̄+bb̄ Powheg+Pythia8 simulated events
show this shift, whereas the deviation in distributions of the events simulated with the
simulation approaches by CMS is larger.

The observable m (bb) (leading) for the events simulated with Sherpa generator is shown
in Figure 6.12b. The two distributions of the events simulated with the tt̄+bb̄ Sherpa sim-
ulation approach, like the distribution of the tt̄+bb̄ Powheg+Pythia8 simulated events,
tend to yield smaller masses for the m (bb) (leading) validation observable. The tt̄ Sherpa

simulated events from ATLAS shows a clear deviation from the tt̄ Powheg+Pythia8
simulated events, especially around the peak at about 180 GeV and smaller masses.

The pT value of the two b jets with the highest pT value is compared in Figure 6.13a
for the events simulated with Powheg+Pythia8. The two distributions of the events
simulated with the tt̄ Powheg+Pythia8 simulation approaches indicate a good agreement.
However, the tt̄+bb̄ Powheg+Pythia8 simulated events demonstrate a decreasing trend
compared to the tt̄ Powheg+Pythia8 simulated events from ATLAS. Thus, the jets tend
to be marginally softer in this observable for the tt̄+bb̄ Powheg+Pythia8 simulated
events. Nevertheless, the deviations are considerably smaller than in the other validation
observables.

Figure 6.13b shows the comparison of the three distributions of the events simulated with
the Sherpa generator with respect to the tt̄ Powheg+Pythia8 simulated events from
ATLAS. Also in these simulated events, the trend towards lower pT values for the pT

(leading) validation observable can be seen.
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(a) tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simulations
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(b) tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa simulations

Figure 6.11: �R (bb) (closest) for the tt̄ Powheg+Pythia8 and tt̄+bb̄
Powheg+Pythia8 simulated events (top) and for the tt̄ Powheg+Pythia8
and tt̄/tt̄+bb̄ Sherpa simulated events (bottom) for ATLAS and CMS.
The distributions are normalized to an integral value of 1. The ratios are
determined with respect to the tt̄ PP8 simulated events from ATLAS. The
plotted uncertainty bands show the scale variation of ME+PS. Plotting by A.
Knue.
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(a) tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simulations
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(b) tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa simulations

Figure 6.12: m (bb) (leading) for the tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8
simulated events (top) and for the tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄
Sherpa simulated events (bottom) for ATLAS and CMS. The distributions
are normalized to an integral value of 1. The ratios are determined with
respect to the tt̄ PP8 simulated events from ATLAS. The plotted uncertainty
bands show the scale variation of ME+PS. Plotting by A. Knue.
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(a) tt̄ Powheg+Pythia8 and tt̄+bb̄ Powheg+Pythia8 simulations
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(b) tt̄ Powheg+Pythia8 and tt̄/tt̄+bb̄ Sherpa simulations

Figure 6.13: pT (bb) (leading) for the tt̄ Powheg+Pythia8 and tt̄+bb̄
Powheg+Pythia8 simulated events (top) and for the tt̄ Powheg+Pythia8
and tt̄/tt̄+bb̄ Sherpa simulated events (bottom) for ATLAS and CMS.
The distributions are normalized to an integral value of 1. The ratios are
determined with respect to the tt̄ PP8 simulated events from ATLAS. The
plotted uncertainty bands show the scale variation of ME+PS. Plotting by A.
Knue.
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52 6 Generator level study

6.8 Summary
In this chapter, a comparison on four simulation approaches each from ATLAS and
CMS was performed on events with tt̄+bb̄ processes in the single-lepton channel. The
configurations of the simulation approaches are stated in Table 6.1 and the scale choices
are presented in Table 6.2. The validation observables by which the simulated events were
compared are defined in Table 6.3. The analysis routine is available in [92]. ATLAS and
CMS partly use other versions and parameter settings of the MC generators. Also, ATLAS
uses a renormalization scale and factorization scale that is twice as large compared to
CMS in the tt̄+bb̄ Powheg+Pythia8 simulation approaches. For the Sherpa simulation
approaches, different µR,F scales are chosen in ATLAS compared to CMS.
The largest difference between tt̄ and tt̄+bb̄ simulation approaches is the distance between
the closest two b jets. The tt̄+bb̄ simulated events feature considerably smaller values in the
�R (bb) (closest) observable than the tt̄ simulated events. Moreover, the jet multiplicity
and HT distributions differ considerably. Other observables such as pT or m (bb) of the
two leading or two closest b jets deviate rather moderately.
The differences in the examined observables between the distributions of the events
simulated with the tt̄ Powheg+Pythia8 simulation approach from ATLAS and CMS are
found to be small. Also, the tt̄+bb̄ Powheg+Pythia8 simulated events from ATLAS and
CMS show similar trends among themselves and also appear comparable with the tt̄+bb̄
Sherpa simulation approach in this regard. However, the distributions of the events
simulated with the tt̄+bb̄ simulation approaches also reveal the aforementioned different
characteristics in comparison with the tt̄ simulation approaches. The distributions of the
events simulated with the tt̄ Sherpa simulation approach by ATLAS differs unexpectedly
strongly from the tt̄ Powheg+Pythia8 simulated events and partly features characteristics
of a tt̄+bb̄ simulation approach.
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7 Reconstruction level study

The goal of the study presented in this chapter is the identification of the additional
b jets (as defined in Chapter 5) in tt̄+bb̄ events at reconstruction level. Initially, the
motivation of this study is discussed in section 7.1 and two main analysis methods are
briefly introduced. The section also creates a common basis that goes beyond the previous
definitions and eventually allows both analysis methods to be compared among each other.
In sections 7.2 and 7.3 the two analysis methods are discussed in detail.

7.1 Overview
As pointed out in Chapter 5, the tt̄+bb̄ process is an important background in tt̄H(bb̄)
measurements. The example Feynman diagrams of both processes in Figure 5.1 illustrate
that the tt̄ system does not differ in either case. The only difference is the origin of the
two additional b jets, which do not stem from the top quark decays. Hence, it is key to
understand the additional b jets as good as possible in order to gain a solid understanding
of the tt̄+bb̄ process. Looking only at the objects visible in the detector, at LO one expects
six jets and a lepton in the single-lepton channel. The neutrino from the leptonic W boson
decay is not visible in the detector as explained in Chapter 4. At LO four of the six jets
should originate from b quarks and are thus expected to be b tagged. However, due to
b tagging inefficiencies, mistagging and acceptance effects, deviations may occur.
It is unknown which b jets in the final state originate from top quarks and which are the
additional b jets in an event at reconstruction level. The study in this chapter therefore
aims to answer this question: Which method allows for an assignment of the b jets to their
origin and how accurate is the assignment? Since in the tt̄+bb̄ process the assignment of
the additional b jets is crucial, the following analyses will focus on the assignment of these
b jets.

To assign the additional b jets, two main analysis methods are studied. The first analysis
method (section 7.2) aims at keeping the procedure as simple as possible and examines the
most characteristic observables for the additional b jets. In contrast, the second analysis
method (section 7.3) follows a more sophisticated approach. Using deep neural networks
(DNNs), the additional b jets are reconstructed in a complex analysis process.

In order to technically realize the assignment of the additional b jets the true information
of the jet origin is needed, which is not available at reconstruction level (see section 5.2.2).
To be able to use the true information of the jets, which is only available at generator
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Matchable if Δ" ≤ 0.4

Generator level jet
Reconstruction level jet

Δ"

Δ"

Figure 7.1: Visualization of the matching algorithm between a jet at generator level and
a jet at reconstruction level. In the upper case the distance between the two
jets is above the �R threshold. In the lower case the distance between the
two jets is smaller than the given threshold, therefore these two jets are called
matchable.

level, a matching algorithm between the jets at generator and reconstruction level is
implemented. In this matching algorithm for each pair of reconstruction level and generator
level jet, the distance �R between the two is calculated. In the next step, the two jets
from both simulation levels whose distance is the smallest are assigned to each other. If
the calculated �R value is equal to or below the threshold of 0.4, the two jets are called
‘‘matched’’ or ‘‘matchable’’. In other words, at both generator level and at reconstruction
level a jet was found with a distance so small they can be assumed to be the same jet.
As a result, this technique allows the true information from the generator level jet to be
transferred to the reconstruction level jet whose origin is now known. The �R threshold
for the matching is set to the radius parameter value of the anti-kT algorithm, which
determines the jet size (see section 4.3). The matching criterion between a jet at generator
level and a jet at reconstruction level is illustrated in Figure 7.1. No conclusions can be
drawn for the jets in an event where the threshold is exceeded. Summarized, the matching
algorithm is an integral method to determine a jet’s origin in an event at reconstruction
level. A matched jet can thereby be labeled with its origin at reconstruction level.

To make the two jet identification methods comparable, a predefined metric is necessary.
For this purpose the considered phase space is set to the tt̄+bb̄ signal region (Ø 6 jets, Ø
4 b tagged jets). Furthermore, only those events are considered which fulfill the selection
criteria for tt̄+bb̄ events at generator level as defined in section 5.3. It is also required that
the additional b jets are matchable. This results in the metric

aevaluated method = Nevents with correctly assigned additional b jets

Ntotal events after selection

(7.1)

which describes the assignment accuracy for an evaluated method, e.g. the accuracy of an
observable to identify the additional b jets.

In the following analyses, specific terms are introduced for the jets and objects in a tt̄+bb̄
event. This allows to differentiate the objects terminologically and to indicate their origin
uniquely in the name at the same time. The names are allocated to the objects in Figure 7.2.
The designations are characterized by the decay of the top quark. The top quark with the
subsequently leptonically decaying W boson is called LepTop and the associated b jet is
referred to as LepTopB. Accordingly, the top quark initiating the hadronic decay channel
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Figure 7.2: Example tt̄+bb̄ Feynman diagram with names introduced for the objects.

is called HadTop. The associated b jet is designated as HadTopB. The light flavor jets are
named HadTopQ1 and HadTopQ2, but no further distinction is made between the two
jets. The additional b jets are designated as Addbb1 and Addbb2, which are not further
distinguished.

The study is applied to samples of the tt̄+bb̄ Powheg+Pythia8 simulation and tt̄
Powheg+Pythia8 simulation, which were examined in detail in Chapter 6. In the
following, the designation Powheg+Pythia8 is omitted and the sample names are
reduced to tt̄+bb̄ and tt̄.

7.2 Distinctive observable method
The goal of this analysis method is to find the best observable identifying the additional b
jets. Hence, the observable requires a feature that is different for additional b jets compared
to b jets originating from the tt̄ system. The results presented in this chapter are reduced
to the best two distinctive observables.
From theoretical considerations, it is expected that the additional b jets tend to be closer
to each other compared to all other distances �R between two b jets in a tt̄+bb̄ event.
This is due to the fact that the additional b jets predominantly result from a collinear
gluon splitting while the other b jets have no such common origin. In order to calculate
the observable �Rmin of all b jets and to test if the jets associated with that distance are
the additional b jets, two separate steps are performed: First, all distances �R between all
b jets in the event are calculated and the smallest value is selected. Second, the matching
algorithm is used to determine whether this value is associated to the two additional b jets.
Using the metric a, a value of a

�Rmin,tt̄+bb̄
= 0.41 is obtained for the tt̄+bb̄ sample and a

value of a�Rmin,tt̄ = 0.39 for the tt̄ sample.

A second observable is the minimum of the invariant mass of the bb system mmin. Analogous
to the modus operandi of �Rmin, the lowest value of m is determined and verified if it
stems from the additional b jets. With the metric a, mmin results in a

mmin,tt̄+bb̄
= 0.37 for

the tt̄+bb̄ sample and ammin,tt̄ = 0.35 for the tt̄ sample.
The results of the distinctive observable method are shown in Table 7.1. Besides �Rmin

and mmin, other kinematic observables such as ÷min or pT combination pairs (e.g. pT of
the leading and sub-leading b jet) were studied, but none of these observables showed an
accuracy above 0.3.

Summarized, the method of determining �Rmin leads to a correct assignment of the
additional b jets in 41 % of the considered events for the tt̄+bb̄ sample and 39 % for the tt̄
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Table 7.1: Resulting accuracies according to the metric a (equation 7.1) of the best two
distinctive observables for the tt̄+bb̄ and the tt̄ sample.

tt̄+bb̄ sample tt̄ sample

�Rmin 0.41 0.39
mmin 0.37 0.35

sample and shows therefore the best results of all examined observables. Hence, the study
in section 7.3 is always benchmarked against the results of the �Rmin method.

7.3 Deep neural network based method
The aim of this study is to examine the feasibility of a more sophisticated reconstruction
method in order to achieve a better assignment accuracy of the additional b jets. For
this purpose, deep neural networks (DNNs) as introduced in the following are used.
Section 7.3.1 presents three different training strategies and the methods for the assignment
of the additional b jets. Section 7.3.2 builds on this and discusses the technical details
and techniques of the DNNs that are used. The training strategies and their results are
examined in detail in sections 7.3.3, 7.3.4 and 7.3.5.

7.3.1 Analysis strategy

Three different training strategies are applied for the assignment of the additional b jets.
In Chapter 6 it was shown that the additional b jets differ in certain variables (e.g. pT

and �R) depending on the modeling. To be independent from this modeling, the first
two strategies take an indirect look at the additional b jets. This means the DNN first
reconstructs the tt̄ system or parts of it. Subsequently, the additional b jets are identified
with the help of an assignment method, i.e. a fixed decision rule. In contrast, the third
strategy takes a direct look at the additional b jets.
The first strategy is the reconstruction of the entire tt̄ system. Accordingly, this includes
the two b jets from the top quark decay and the two light flavor jets from the hadronic
W boson decay. At LO, the two remaining jets can be associated to the additional b jets
in case of a correct DNN reconstruction.
The second strategy does not reconstruct the whole tt̄ system and focuses solely on the
reconstruction of the b jets from the top quark decays. If the correct b jets are identified
by the DNN, all other b jets in the event have to be the additional b jets.
In contrast to the first two strategies, the third strategy focuses directly on the DNN
reconstruction of the additional b jets. The strategy thus accepts the disadvantage to be
dependent on modeling of the additional b jets.

The DNN reconstruction determines which jets in the event are assigned to which partons
of a given strategy. As a useful technique, jet pT indices are introduced to structure
the jets in an event and facilitate assignments. The introduction of jet indices becomes
particularly helpful towards the end of the analysis for an in-depth study, hence it is
suitable to introduce and apply them already at this stage.
In each event, all jets are ordered by their pT value. Depending on the strategy followed, the
DNN reconstruction designates which jet indices correspond to the jets under consideration.
For instance, the DNN determines the jet indices of the four jets resulting from the tt̄
system. Based on the DNN’s decision, three assignment methods are applied for the first
two strategies, which assign the additional b jets to free indices in each event. The first
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Table 7.2: Exemplary event with 9 jets and 5 b tagged jets. The jets are ordered by their
pT value. The second column shows the b tag value of the corresponding jet. A
jet is considered to be b tagged if the b tag value exceeds the medium working
point of 0.277 (see section 4.4). The DNN assigns the pT indices 1, 4, 5 and 6
to the jets from the tt̄ system. The last three columns show different results
from the assignment methods.

# pT value b tag value DNN reco. pT assign. pT,b tag assign. b tag assign.

0 488 GeV 0.93 Addbb1 Addbb1 Addbb1
1 179 GeV 0.99 HadTopB
2 145 GeV 0.01 Addbb2
3 94 GeV 0.61 Addbb2
4 61 GeV 0.02 HadTopQ1
5 53 GeV 0.99 LepTopB
6 42 GeV 0.13 HadTopQ2
7 38 GeV 0.72 Addbb2
8 31 GeV 0.04

assignment method selects the two jets with highest pT whose indices are still unassigned
after the DNN reconstruction (called pT assignment method). The second method proceeds
in the same way as the first method, but additionally requires that the jets assigned to the
additional b jets are also b tagged (called pT,b tag assignment method). Contrary to the
first two methods, the third method does not decide by pT value ordering. In this method
the jets with the highest b tag values are selected (called b tag assignment method). An
exemplary event is shown in Table 7.2. Each of the three assignment methods in this event
leads to a different result.

The overall input type for the DNN training is identical for all three strategies. First, it is
evaluated whether all jets are matchable (see section 7.1) which are to be reconstructed by
the DNN according to the strategy under scrutiny. For the first strategy this implies that
the four jets of the tt̄ system are matchable. If so, the event can be used for the training
because the true information is now available. Two hypotheses are generated from this
event, a signal and a background hypothesis. In the signal hypothesis the jets assigned
to the tt̄ system are used and the jets are assigned to the correct pT indices. From the
same event also a background hypothesis is created, which has an almost random (and
consequently wrong) assignment to the pT indices. As a constraint for both signal and
background jet combination hypotheses it is specified that the b jet candidates associated
with the b jets from the top quark decays must be b tagged. This procedure is performed
on every event of the sample.

The entire analysis process from the sample to the final assignment of the additional b jets
is depicted in Figure 7.3. Initially, the two hypotheses are created from the sample for
each applicable event. These hypotheses are passed to the DNN as input and are trained
against one another. The details of the training are covered in section 7.3.2. Next, the
trained model is exported and evaluated with the events of the sample. The result for a
single event at this point corresponds to the fourth column of Table 7.2. The monitored
result is a summary of all events which shows how often the examined jets were assigned
correctly. Afterwards, the assignment methods for the additional b jets are applied and
also evaluated over all events. The result is the assignment accuracy of the additional b
jets according to metric a (eq. 7.1).
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Figure 7.3: Illustration of the analysis process of the DNN based method. The upper
part of the figure shows the creation of the hypotheses and the training of the
DNN. The lower part of the graphic shows the evaluation of the sample, the
application of the assignment methods and the final result, the assignment of
the additional b jets.

7.3.2 Deep neural networks

Artificial neural networks are derived from the concept of biological neural networks [93].
To understand the functioning of an entire network it is helpful to begin with a single
neuron. A neuron has n inputs xi with i = 1, . . . , n. These inputs xi are multiplied with
associated weights wi to consider some inputs stronger or weaker than others. The sum of
the products xiwi is the argument of a non-linear activation function f , which results in
an output value o

f

A
nÿ

i=1

xiwi

B

= o . (7.2)

Using the output o the single neuron can already make a decision. As long as the output
is smaller or equal to the threshold b, it is assigned to a class A. If the value o is greater
than the threshold b, the neuron classifies the input as class B. To change the result of
the classification, the weights wi and the threshold b can be modified, which is part of the
training.
However, a single neuron can only execute rather simple classifications. If many of these
neurons are arranged in a network-like structure, more complex objects can be classified. In
DNNs this network-like structure is composed of several layers and a multitude of neurons
in each layer as depicted in Figure 7.4. While there are many different types of DNNs,
fully connected DNNs are used in this thesis. These fully connected DNNs posses the
property that all neurons in a layer are connected to the previous layer and the subsequent
layer. The first layer is the input layer. In this layer the initial information is fed into the
network, analogous to the single neuron. An exemplary input feature xi is given with the
weight w

(1)

ji
to the j-th neuron in the first hidden layer. For instance, the input feature xi

could be the pT value of the hypothesized b jet of the leptonic top quark decay. A network
can contain several of these hidden layers, the figure shows only two layers and six neurons
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Figure 7.4: Visualization of a deep neural network. On the left side the inputs xi are
shown in the input layer (orange). Two hidden layers are depicted in the
center (green). An exemplary weight from the i-th input to the j-th neuron is
indicated with w

(1)

ji
. On the right side the output layer with the output value oi

is illustrated (blue).

for better visualization. The generalization of equation 7.2 leads to

f

A
nÿ

i=1

x
(l)

i
w

(l)

ji

B

= x
(l+1)

j
, (7.3)

where the index l denotes the layer of the network. The output of a neuron of the l-th
layer is one of the inputs for the (l + 1)-th layer in the network. The leaky rectified linear
unit (LeakyReLU)

f(xÕ) =
I

x
Õ if x

Õ
> 0

0.3x
Õ if x

Õ Æ 0
, (7.4)

is used as activation function f in this thesis [94]. The LeakyReLU function is used due to
its simplicity stemming from the ReLU function, but unlike the latter, the LeakyReLU

function does not have a slope of zero for negative values.

Since the network used in this thesis only takes a binary decision, there is only one neuron
in the output layer. Based on the output value o, a binary decision is made whether the
jet assignment hypothesis is true or false. The sigmoid function

sig(t) = 1
1 + e≠t

, (7.5)

is applied as output activation function [95]. The choice is based on the good performance
of the function for binary classifications [96].
To improve the accuracy of the DNN classification, the weights must be adjusted. This
procedure is called training of a DNN. During the training, the hypotheses are propagated
through the network and the output o is calculated. Subsequently, the output o is compared
with the true output ô. If the hypothesis is true, i.e. an event with correct jet assignments,
the true output value is ôtrue = 1. In contrast, if the hypothesis is wrong, the true output
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value is set to ôfalse = 0. The quality of the classification is evaluated via the loss function.
The binary cross-entropy function

L (o, ô) = ≠ [ô · ln (o) + (1 ≠ ô) · ln (1 ≠ o)] , (7.6)

is used as loss function. The greater the deviation between the DNN output o and the true
value ô, the worse the classification quality. The binary cross-entropy function is chosen
because it is a well established standard for discriminative approaches [97]. The function
mathematically describes the distance of the network’s class prediction relative to the true
class. Hence, the goal of the training is to minimize the loss function by adjusting the
weights according to

w
(l)

ji
Ω w

(l)

ji
≠ fl

ˆL

ˆw
(l)

ji

, (7.7)

with the hyper parameter fl. This tunable hyper parameter fl is commonly called learning
rate. According to equation 7.7, the extent to which the weights are changed is controlled
by the learning rate. The procedure to update the weights is referred to as gradient
descent [93]. In this thesis the method Adadelta is applied for the gradient descent [98].
An advantage of this method is that the learning rate does not have to be set manually.
Furthermore, Adadelta is robust to large gradients, noise and the architecture choice [99].

Depending on the method, the weights can be updated after each hypothesis or after
the entire set of hypotheses have been fully processed. A balanced approach is to define
a batch size [100]. The batch size divides the set of available hypotheses into smaller
packages with a fixed number of hypotheses. After a batch is completely processed, the
weights are updated according to the optimizer Adadelta. The complete processing of
all batches and thus all hypotheses available for training is referred to as an epoch. The
entire training of the DNN covers a large number of epochs, which are defined in advance.
The number of training epochs can be chosen too large without consequences, since an
early stopping criterion can be specified. The early stopping ends the training if there are
no improvements in the loss function within a specific number of epochs [98].

When adjusting the large number of weights of the DNN, there is a risk called over-
fitting. In case of over-fitting, the weights are adjusted to a degree that the generalization
capabilities of the network are not preserved. Without generalization of the DNN the loss
function is small and therefore the correct classification of training data is high, whereas
the correct classification for unknown data is low. For this reason, the available data set is
divided into two sets. The first subset is the training data set, on which the training is
actually performed. The second subset is called validation data set. With the validation
data set only the classification quality is monitored, i.e. the loss function is calculated, but
no weights are adjusted. Over-fitting can be identified if the the loss function values of the
training data set are continuously improving, but the loss function of the validation data
set does not improve or even worsens [100].

Two methods are applied to avoid over-fitting. In order to avoid specific weights affecting
the result too heavily, the L1 and L2 regularization is applied. With these two regularization
methods, two additional terms are added to the loss function (eq. 7.6)

LL1 = ⁄L1 ·
ÿ

i

|wi| , LL2 = ⁄L2 ·
ÿ

i

w
2

i , (7.8)

where ⁄L1, ⁄L2 are hyper parameters with ⁄L1, ⁄L2 < 1 [98]. Hence, whenever the weights
are too large, the loss function will be penalized.
Another method used to prevent over-fitting is the technique called Dropout [101]. With
the Dropout method, a percentage of neurons including all associated connections in the
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Table 7.3: Configuration of the DNNs
parameter settings

number of hidden layers 4
number of neurons per hidden layer 100
activation function LeakyReLU (eq. 7.4)
output activation Sigmoid (eq. 7.5)
loss function binary crossentropy (eq. 7.6)
optimizer Adadelta (default settings) [98]
batch size 128
number of epochs max. 2000
early stopping no loss value improvement in 20 epochs
⁄L1, ⁄L2 10≠4 (eq. 7.8)
Dropout rate 0.2

DNN is randomly disabled from the network for each batch. This prevents a too strong
impact of single neurons.
The configuration of the DNNs used in the following sections is summarized in Table 7.3.
Each DNN parameter was varied independently in the trainings. The number of hidden
layers was varied between two and ten. Also, the performance of the DNN was examined
with 25, 50, 100, 200 and 500 neurons per hidden layer. The Dropout rate was changed
to 0.05, 0.1, 0.2 and 0.4. Batch sizes of 128, 512 and 2048 were examined in the tests.
Moderate deviations from this configuration, such as doubling the neurons per hidden
layer, adding an additional hidden layer, etc., showed minor deviations of a few percent.
Large variations as for example a network configuration with 500 neurons per hidden layer
and a total of ten hidden layers could no longer result in reasonable classifications. The
configuration listed in Table 7.3 represents the identified optimal network design.

7.3.3 tt̄ system reconstruction strategy

As briefly introduced in section 7.3.1, the first strategy is a DNN-based reconstruction of
the tt̄ system. At LO, if the tt̄ system jets are correctly identified, only the additional b
jets remain in an event. Effects beyond LO and how exactly the methods deal with them
is demonstrated towards the end of this chapter. To elucidate the idea of the approach,
only LO is mentioned at this point. However, the pT,b tag assignment method as well as
the b tag assignment method can also assign the additional b jets in events with high jet
multiplicities.
For a detailed analysis of the strategy’s accuracy, three different aspects are evaluated. At
first, the maximum possible efficiency which the assignment methods pT, pT,b tag and b tag
can achieve is calculated, assuming that the DNN always classifies correctly. As a second
step, only the classification accuracy of the DNN is evaluated. The aim is to determine
how well the DNN reconstructs the tt̄ system on which the assignment methods will be
based. Finally, the actual accuracies of the three assignment methods of the additional b
jets are calculated.

The maximum possible efficiency of the three assignment methods is shown in Figure 7.5.
For this purpose the tt̄ system is determined first with the help of the true information
through the matching algorithm. After the identification of the true tt̄ system the three
assignment methods are applied to determine the additional b jets. Again, the matching
algorithm is used to verify whether these are the true additional b jets. In this calculation
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Figure 7.5: Maximum possible efficiency of the pT, pT,b tag and b tag assignment method for
the tt̄ system reconstruction strategy assuming a perfect DNN reconstruction.
It is shown how many additional b jets are assigned in which fraction of events
depending on the number of jets assigned via the matching algorithm.

the tt̄+bb̄ sample is evaluated. According to the metric a defined in equation 7.1, a
selection is applied to Ø 6 jets, Ø 4 b tagged jets and only tt̄+bb̄ events are selected (see
Figure 5.3a). Figure 7.5 lists how often the methods assign the additional b jets correctly.
A precise distinction is made as to how many of the additional b jets can actually be
identified with the matching algorithm. For example, the class ‘‘1 assigned, 1 matched’’
denotes that an additional b jet was correctly identified, but at the same time only one
additional b jet could be identified using the matching algorithm. The class ‘‘1 assigned, 2
matched’’ denotes that only one of the two additional b jets was correctly identified by
the assignment method. No statement can be made for the relatively large gray area in
the figure, since the full tt̄ system cannot be identified with the matching algorithm in
these events. These events are referred to as ‘‘tt̄ system not matchable’’. The figure shows
that the b tag method is the most accurate assignment method. The fraction of events in
which the b tag assignment method correctly identifies the additional b jets, but without
the events in which no statement can be made, is 0.84. The b tag assignment is closely
followed by the pT,b tag method, the pT method is far less accurate.

For the tt̄ system strategy two DNNs are trained, which differ in the set of input variables.
The input variables of the first DNN are shown in Table 7.4. Essentially, the quantities
pT, M, E, ÷, „, b tag value and the pT index of each of the four jets of the tt̄ system are
fed into the DNN. In addition, hypothetical top quark-like objects are assembled from
the corresponding jets and the lepton. In the hadronic case the four-vector sum of the
HadTopB, HadTopQ1 and HadTopQ2 candidates is calculated and interpreted as HadTop.
In the leptonic case only LepTopB and the Lepton are added, since the neutrino does not
exist as an object. In principle, the MET could also be incorporated to add an energy
associated with the neutrino (see section 4.5). This would allow for the reconstruction
of a hypothetical LepTop via the top mass and the boundary condition of a quantity
associated with a transverse W mass. However, this is not necessary here, since already
the combination of a LepTopB candidate and the lepton is very distinct in the correct
combination compared to a wrong combination, even if the LepTop mass is shifted in this
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Table 7.4: Input variables of the DNN training on the tt̄ system.

HadTopB LepTopB HadTopQ1 HadTopQ2 HadTop LepTop tt̄

pT pT pT pT pT pT pT

M M M M M M M
E E E E E E E
÷ ÷ ÷ ÷ ÷ ÷ ÷

„ „ „ „ „ „

b tag value b tag value b tag value b tag value
pT index pT index pT index pT index

�pT

�÷

�„

open. angle

case. HadTop and LepTop are combined to form a tt̄ system. From the combined objects
again input variables are generated, which are also listed in Table 7.4. The distributions of
these input variables for the signal and background hypotheses are provided in Appendix B.
The second DNN gets all inputs of the first DNN and a large number of additional inputs.
Supplementary, all possible jet and lepton combinations are formed, analogous to the
assembled objects HadTop and LepTop. With these objects intentionally logical objects
arise, for example from HadTopQ1 and HadTopQ2 a hadronic W boson-like object is
created, but also presumably uncorrelated connections between objects like HadTopB and
the Lepton are generated. It is then up to the DNN to determine which of these objects
contribute to the classification and which do not.

The input data set for the DNNs are generated jet combination hypotheses from the tt̄ and
the tt̄+bb̄ sample as described in section 7.3.1. The input variables of both samples were
compared and found not to show any significant deviations. To ensure no differences in
the performance, separate trainings were executed on the respective samples. No notable
differences were observed compared to a joint training. For this reason, and to increase the
number of hypotheses for the trainings, a combined data set from the tt̄ and the tt̄+bb̄
sample is used for training. A total of approximately 25500 events in the desired phase
space are available, from which both signal and background hypotheses can be constructed.
The DNNs are evaluated individually on the two samples. Since the results are very similar,
only the results of the evaluation of the DNNs on the tt̄+bb̄ sample are discussed in this
chapter.

The results of the DNN reconstruction of the tt̄ system are presented in Figure 7.6. The
figure shows how many of the four jets of the tt̄ system were correctly assigned. Two cases
are distinguished in the accuracy of the assignment: ‘‘precisely assigned’’ and ‘‘totally
assigned’’. The ‘‘precisely assigned’’ case verifies whether a specific jet has also been
assigned as this jet, e.g. the HadTopB jet as a HadTopB jet. In contrast to this the ‘‘totally
assigned’’ case is invariant to permutations. In this case it is irrelevant whether two or
more jets of the tt̄ system have been mixed up, e.g. the HadTopB jet with the LepTopB
jet. Because even in case of a confusion the assignment methods for the additional b jets
give an identical result as long as the tt̄ system was recognized in total. The results on
the DNN performance show that the two b jets of the tt̄ system are detected more often
compared to the light flavor jets. Adding the large number of input variables improves
the overall DNN performance only slightly. The fraction of correct assignments of b jets

63



64 7 Reconstruction level study

Totally assigned Precisely assigned
0

0.2

0.4

0.6

0.8

1

Fr
ac

tio
n 

of
 e

ve
nt

s LepTopB: 0.27
HadTopB: 0.26

 |   HadTopQ1: 0.17
 |   HadTopQ2: 0.18

0 out of 4 3 out of 4
1 out of 4 4 out of 4
2 out of 4  system not matchablett

 selectionb+bt 4 b jets | t≥ 6 jets, ≥ (4FS) | b+btt

(a) DNN with fewer input variables
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(b) DNN with extended input variables

Figure 7.6: DNN performance of the tt̄ system reconstruction. It is shown how many jets
are correctly assigned by the DNN in which fraction of events. Figure 7.6a
shows the DNN performance based on training with the comparably small set
of input variables from Table 7.4, Figure 7.6b shows the DNN performance
based on the training with the considerably enlarged set of input variables. The
label ‘‘precisely assigned’’ denotes the exact assignment of each jet-type, while
‘‘totally assigned’’ is invariant under a permutation of two or more jet-types.
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(b) DNN with extended input variables

Figure 7.7: Assignment method performance of the tt̄ system reconstruction. It is shown
how many additional b jets are assigned in which fraction of events depending
on the number of jets assigned via the matching algorithm. Figure 7.7a shows
the assignment method performance based on the DNN which is trained with
the comparably small set of input variables from Table 7.4, Figure 7.7b shows
the assignment method performance based on the DNN which is trained with
the considerably enlarged set of input variables.

is a bit improved, the frequency of light flavor jets remains almost identical. Hence, the
DNN is deep enough to explore possible supplemental information from these additional
combinations itself. The fraction of events for the four distinct jets of the tt̄ system is also
given in the figure.
Based on an input variable’s sum of weights of the DNN’s first layer a heuristic of the
importance can be deduced. The input variables identified via this method which contribute
most to correct classification are the invariant masses of the composite objects HadTopB,
LepTopB and tt̄. The fact that these input variables strongly enhance the classification is
reasonable, because for a correct jet combination hypothesis a value around the top quark
mass defined in the MC generator (mt = 172.5 GeV) can be expected for the hadronic
top quark (see section 6.2.2). For the leptonic top quark a value related but not equal to
the top quark mass is to be expected due to the missing neutrino. In contrast, a wrong
hypothesis, where an additional b jet is assumed as for example HadTopB, should not
feature this characteristic.

Based on this DNN reconstruction, the assignment methods for the additional b jets are
applied. The results are presented in Figure 7.7. The visualization is analogous to the
maximum performance in Figure 7.5, but in this case it is not needed to exclude those
events where the tt̄ system cannot be found via the matching algorithm. Based on the
analysis of the maximum performance, the b tag method was already expected to perform
most efficiently. The best result of the strategy is an assignment accuracy of the additional
b jets of about att̄ = 0.29 with the b tag method. Figure 7.7 also includes the best result
of the distinctive observable method from section 7.2 as a benchmark. The strategy of
reconstructing the tt̄ system with subsequent selection according to the b tag values is
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independent of the modeling of the additional b jets, but performs worse than the selection
using the �Rmin observable.
Applying the strategy showed that the b jets of the tt̄ system are quite well identified
compared to the light flavor jets. Furthermore, the b tag assignment method is the most
efficient of the three assignment methods. Therefore, the strategy explored in the following
section focuses exclusively on the b jets from the tt̄ system.

7.3.4 b jets from the tt̄ system reconstruction strategy

The general approach of the strategy in this section is consistent with the procedure of
the tt̄ system reconstruction strategy. Since the light flavor jets of the tt̄ system are
reconstructed rather weakly (see section 7.3.3), only the b jets from the tt̄ system are
considered in this strategy. Furthermore, the confusion of b jets from top decays with
additional b jets is expected to be largest, especially due to the fact that the b tag values
are the most important criterion for the differentiation between the b jets and all other
jets in the event. However, the b tag values are weak metrics to distinguish b jets from the
tt̄ system and additional b jets. Therefore, this strategy focuses purely on the distinction
of the b jets. Figure 7.8 shows the maximum efficiencies of the three assignment methods.
The set of events where the entire tt̄ system is matchable is a subset of events where
just the b jets of the tt̄ system are matchable. Therefore, more events are matchable in
this strategy and the visualization is only comparable relative to the matchable event
fraction of the tt̄ system reconstruction strategy in the corresponding Figure 7.5. The pT

method performs particularly weakly in this strategy, since only jets up to the third index
can be assigned. A more detailed breakdown is presented later in this section. In this
strategy the fraction of events in which the b tag assignment method correctly identifies
the additional b jets, but without the events in which no statement can be made, is 0.88.
Hence, the theoretically achievable maximum accuracy is higher compared to the tt̄ system
reconstruction strategy (0.84).

To train the DNNs they are given the input variables pT, M, E, ÷, „, b tag value and the
pT index of HadTopB and LepTopB. As in the previous strategy, composite objects are
formed from all possible combinations of HadTopB, LepTopB and the lepton. From these
objects the quantities M, �÷, �„ and �R are provided as input variables into the DNNs.
In this section the trainings of two different networks are analyzed, which differ only in
the selection of the events from which the jet assignment hypotheses are generated. As in
section 7.3.3 the first network is trained in the signal region Ø 6 jets, Ø 4 b tagged jets.
The second DNN is trained on an enlarged selection, which includes all events with Ø 4
jets, Ø 2 b tagged jets. In the enlarged region of Ø 4 jets, Ø 2 b tagged jets there might
not be additional b jets, but since the focus of the training is exclusively on HadTopB and
LepTopB it is independent of the additional b jets in any case. A possible advantage is the
increased number of available training events. For the DNN, which is trained in the Ø 6 jets,
Ø 4 b tagged jets region, a total of approximately 44000 events are available. In contrast,
with the extended event selection, the DNN has over 7.7 million events available for the
training. After the trainings, both DNNs are evaluated on the identical event selection,
according to the metric a. The performance of the two DNNs is shown in Figure 7.9. The
results of the two DNN trainings do not vary significantly. With approximately 55 % the
LepTopB is far better reconstructable than the HadTopB (32 %). It can also be seen that
the difference between ‘‘totally assigned’’ and ‘‘precisely assigned’’ in the ‘‘2 out of 2’’ class
is relatively small. In other words, LepTopB and HadTopB are rarely confused. Therefore,
certain attributes have to exist for the DNNs, which distinguish these two b jets from each
other. In a similar manner to the previous strategy, the masses M of the composite objects
LepTopB plus Lepton and HadTopB plus Lepton are the best separating variables.
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Figure 7.8: Maximum possible efficiency of the pT, pT,b tag and b tag assignment method
for the b jets from tt̄ system reconstruction strategy assuming a perfect DNN
reconstruction. It is shown how many additional b jets are assigned in which
fraction of events depending on the number of jets assigned via the matching
algorithm.
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(a) DNN trained on Ø 4 jets, Ø 2 b tagged jets
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(b) DNN trained on Ø 6 jets, Ø 4 b tagged jets

Figure 7.9: DNN performance of the b jets from tt̄ system reconstruction. Figure 7.9a
shows the DNN performance based on training in the Ø 4 jets, Ø 2 b tagged jets
region, Figure 7.9b shows the DNN performance based on training in the Ø 6
jets, Ø 4 b tagged jets region. It is shown how many jets are correctly assigned
by the DNN in which fraction of events. The label ‘‘precisely assigned’’ denotes
the exact assignment of each jet-type, while ‘‘totally assigned’’ is invariant
under a permutation of two or more jet-types.
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(a) DNN trained on Ø 4 jets, Ø 2 b tagged jets
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(b) DNN trained on Ø 6 jets, Ø 4 b tagged jets

Figure 7.10: Assignment method performance of the b jets from tt̄ system reconstruction.
Figure 7.10a shows the assignment method performance based on the DNN
which is trained in the Ø 4 jets, Ø 2 b tagged jets region, Figure 7.10b shows
the assignment method performance based on the DNN which is trained in
the Ø 6 jets, Ø 4 b tagged jets region. It is shown how many additional b
jets are assigned in which fraction of events depending on the number of jets
assigned via the matching algorithm.

A reason for the better reconstruction of LepTopB compared to HadTopB is the pairing
with the lepton. The lepton can be reconstructed better than the two light flavor jets
from the hadronic W decay. Thus, the composite LepTop is also better rebuilt than
the composite HadTop, which leads to a better identification of the LepTopB than the
HadTopB.
The results of applying the three assignment methods on the trained DNN models are
shown in Figure 7.10. The assignment accuracies of the additional b jets are marginally
better for the DNN that was trained on the signal region (i.e. Ø 6 jets, Ø 4 b tagged jets).
The b tag assignment method performs best. The best accuracy of the correct assignment
of the additional b jets with the b jets from tt̄ system strategy is abb from tt̄ = 0.23. Hence,
the strategy of reconstructing only the b jets from the tt̄ system performs worse under
this metric than reconstructing the entire tt̄ system in a DNN training. The figures of the
assignment method performance of the two strategies (Figures 7.7 and 7.10) also reveal
that the method described in this section provides better performance to find at least one
additional b jet. The tt̄ system reconstruction strategy achieves a rate of 0.77 of all events
after selection, whereas the strategy in this section achieves a rate of 0.86 for the correct
assignment of at least one additional b jet.

To gain deeper insights into which assignments of the jets prevent a better accuracy, all
individual jet assignments of the DNNs and the assignment methods are analyzed in the
following. For this purpose the reconstructed pT indices of all matchable b jets are plotted
over the true pT indices in confusion matrices. The confusion matrices are presented
in Figure 7.11. All jets which have been correctly assigned are located on the diagonal.
Figures 7.11a and 7.11b show a distinct diagonal in the confusion matrix for HadTopB
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(d) Additional b jets, b tag assignment method

Figure 7.11: Confusion matrices of b jets for the DNN with training in the signal region.
Figures 7.11a and 7.11b show the b jets from the top quark decays assigned
directly by the DNN. Based on this, Figures 7.11c and 7.11d show the pT and
b tag assignment methods.
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70 7 Reconstruction level study

Table 7.5: Input variables of the DNN training on the additional b jets.
HadTopB LepTopB Addbb1/2 Lepton

pT pT pT pT

M M M
E E E E
÷ ÷ ÷ ÷

„ „ „

b tag value b tag value
pT index pT index

�÷

�„

�R

�pT

and LepTopB. It can also be seen that the diagonal is more prominent for LepTopB than
for HadTopB. This is consistent with the finding in Figure 7.9, where it was shown that it
is more probable to reconstruct the LepTopB. However, the off-diagonals of the confusion
matrices are of particular interest. For both HadTopB and LepTopB the entries outside the
main diagonal are asymmetrically distributed. This means the DNN tends to reconstruct
high jet indices too low. In other words, in events in which the b jets from the tt̄ system
have lower pT values compared to the other jets in the event, the b jets are mistakenly
assigned to harder pT jets.
Figure 7.11c displays the confusion matrix of the additional b jets for the pT assignment
method. The figure indicates graphically why the pT method performs poorly. Any
additional b jet whose true pT index is greater than three can no longer be correctly
assigned using the pT assignment method. The figure also demonstrates that the pT

method is only useful for events at LO, if at all. This does not apply to the pT,b tag

assignment method or the b tag assignment method, since these methods can assign the
pT index of the b jets up to arbitrary high jet multiplicities in an event according to the
assignment rules. Figure 7.11d shows the confusion matrix of the b tag assignment method,
which generally demonstrates a diagonal pattern. The entries outside the main diagonal
are now consistently reversed to the previous assignments of the DNN. Accordingly, the
applied method mistakenly assigns the additional b jets to jets that possess lower pT values
in the event. For an improved allocation of the additional b jets using the b tag method
based on DNNs, the next stage should be a study to remove the identified bias of too high
indices as too low in the reconstruction of DNN.

7.3.5 Additional b jets reconstruction strategy

In contrast to the first two strategies, the focus in this section is on a direct reconstruction
of the additional b jets. This supersedes the three assignment methods and a direct DNN
training is performed on the additional b jets. Similarly to the previous strategies, the jet
kinematics of the b jets to be classified are fed into the DNN as input variables. In addition,
the kinematics of the bb system of the additional b jets are also passed to the DNN. Finally,
the kinematics of the lepton are added to the input variables, although this information is
not expected to provide a separation at all it may be used in combination with other input
features. The full list of input variables is listed in Table 7.5. Some aspects of these input
variables for the tt̄ and the tt̄+bb̄ sample have already been examined and compared in
detail in Chapter 6. Since these variables are indeed different depending on the modeling
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Figure 7.12: Performance of the additional b jet reconstruction with direct DNN training.
It is shown how many additional b jets are assigned in which fraction of events
depending on the number of jets assigned via the matching algorithm.

Table 7.6: Concise summary of the accuracies according to the metric a (equation 7.1) to
assign the additional b jets. The accuracies of the tt̄+bb̄ sample are discussed
in detail in the indicated sections.

�Rmin mmin DNN (tt̄) DNN (bb from tt̄) DNN (add. bb)
Section 7.2 7.2 7.3.3 7.3.4 7.3.5

tt̄+bb̄ sample 0.41 0.37 0.29 0.23 0.46
tt̄ sample 0.39 0.35 0.30 0.25 0.46

and consequently different in both data samples, three DNNs were trained in this strategy.
A first DNN was trained only on the tt̄ sample, a second DNN only on the tt̄+bb̄ sample
and a third DNN, analogous to the previous strategies, on combined events of both samples.
As the final evaluation of the three DNNs hardly differ from each other, only the last DNN
is discussed in the following. The result of the DNN with training on the combined events
is shown in Figure 7.12. The strategy of direct training achieves the best accuracy of all
examined strategies with a rate aaddbb = 0.46 for the correct assignment of the additional
b jets. Accordingly, the method also performs better than the �Rmin method discussed in
section 7.2. This is reasonable, since the DNN receives �R plus additional inputs and is
given the chance to decide on the basis of comprehensive information. However, based
on the sum of weights of the input variables in the first layer the DNN evaluates the pT

values of the two b jets as well as the difference between them even more important than
�R as input variables.

7.4 Summary
All accuracies a of assigning the additional b jets are summarized in Table 7.6. All DNN
trainings are performed on a Ø 6 jets, Ø 4 b tagged jets selection. A more inclusive
selection such as Ø 4 jets, Ø 2 b tagged jets was tested for all DNNs, but did not show
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72 7 Reconstruction level study

any significant enhancements. Table 7.3 reports the applied network configuration, which
achieves the best performance of all the examined configurations. The table also shows
the accuracies for the evaluation of the tt̄ sample which are not discussed in detail in this
thesis. The accuracies in the table demonstrate, as stated at the beginning of this chapter,
how similar they are to the accuracies of the tt̄+bb̄ sample.
The highest accuracy is achieved with the DNN reconstruction method if trained directly on
the additional b jets (0.46 for both samples). DNN reconstruction methods that are trained
on the tt̄ system or parts of it are independent of the modeling of the additional b jets,
but perform rather weakly (accuracy of 0.3 and lower). Determining all distances between
b jets and selecting the jets whose distance is the smallest constitutes a straightforward
but efficient method with moderate accuracy. The observable �Rmin leads to an accuracy
of 0.41 for the tt̄+bb̄ sample and 0.39 for the tt̄ sample. Both the DNN reconstruction
method with a training directly on the additional b jets and the �Rmin method depend on
the modeling of the additional b jets. In Chapter 6, the distribution for the �R is examined
for different simulation approaches and observed to show the largest differences among
the investigated observables. The DNN reconstruction method with a training directly
on the additional b jets also uses this information, but based on the sum of the weights
of the input variables in the first layer, it is not the most important feature. The DNN
evaluates the pT values as particularly important, which show a comparatively smaller
modeling dependence in the studies in Chapter 6.
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8 Conclusion

In this thesis, the associated production of a pair of top quarks with bottom quarks (tt̄+bb̄)
is studied in proton-proton collisions at the CERN Large Hadron Collider (LHC). These
tt̄+bb̄ events contain decisive QCD processes and are of particular relevance for the LHC
physics program for several reasons.
On the one hand, the process incorporates two very different energy scales, since the
top quark is much heavier than the b quark. This multiscale QCD nature makes the
process particularly intriguing and challenging in Monte Carlo event simulations. On
the other hand, events with tt̄+bb̄ processes represent a large irreducible background in
measurements of tt̄+H production with H æ bb̄ decays, which allow for a direct probe
of the top-Higgs Yukawa coupling. These measurements are an important test of the
Standard Model and help to constrain models for physics beyond the Standard Model that
predict different coupling strengths. Hence, it is crucial to gain a thorough understanding
of the tt̄+bb̄ process. To this end, tt̄+bb̄ events are examined in the single-lepton decay
channel of the tt̄ system in this thesis. In two studies, different objectives are addressed.

The first study on generator level focuses on a comparison of different MC generators for
tt̄+bb̄ events at the CMS and ATLAS experiment. This comparison is conducted within
the LHC Higgs Working Group, with the studies on the CMS side being performed as
a part of this thesis. The comparison is accomplished in close cooperation with ATLAS,
with the compilation of the final comparative distributions being handled by the ATLAS
collaboration. Initially, the existing simulation approaches and programs are described at
a technical level and the main differences in configurations are pointed out. Based on this,
an object and event selection as well as validation observables are defined by which the
simulated events are compared. The analysis routine is written in the Rivet framework.

The result of the study is a detailed analysis of the behavior in various observables of
simulated events for tt̄+bb̄ processes. A total of four simulation approaches and programs
are considered for CMS: tt̄ Powheg+Pythia8, tt̄+bb̄ Powheg+Pythia8, tt̄+bb̄ Sherpa

and tt̄+bb̄ MadGraph5_aMC@NLO. The goal is not only the comparison between
several MC generators, but also particularly the comparison of different approaches for
modeling additional b jets not associated with the top quark pair. In tt̄ simulation
approaches, the additional b jets arise from the parton shower, while in tt̄+bb̄ simulation
approaches the additional b jets are calculated using matrix elements.

It is found that the largest difference between tt̄ and tt̄+bb̄ simulated events can be observed
in the distance �R between the closest two b jets. The tt̄+bb̄ simulated events feature
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considerably smaller values in the �R observable compared to the tt̄ simulated events.
Beyond that, the jet multiplicity and HT distributions show distinct differences. Further
observables such as pT or m (bb) of the two b jets with the highest pT or the two closest
b jets differ moderately. The three tt̄+bb̄ simulated event distributions also differ among
themselves, but generally show similar behavior with respect to the tt̄ Powheg+Pythia8
simulated events.

The differences between the tt̄ Powheg+Pythia8 simulated events from ATLAS and
CMS are found to be small. The tt̄+bb̄ Powheg+Pythia8 simulated events from ATLAS
and CMS show similar trends among themselves and also appear comparable with the
tt̄+bb̄ Sherpa simulated events. Generally, the tt̄+bb̄ simulated events also reveal similar
characteristics compared to tt̄ simulated events as found in the CMS only analysis. It is
disclosed that slightly different parameter settings as well as versions of the generators are
used at both experiments. The choices of the renormalization and factorization scales are
identical for the tt̄ simulated events, but different for all tt̄+bb̄ simulated events between
ATLAS and CMS.

The results of the study constitute the foundation for future discussions on developing a
common approach to tt̄ event modeling. This is decisive for modeling the backgrounds
and uncertainties in future measurements of tt̄+H production with H æ bb̄ decays.

The second study on reconstruction level focuses on the identification of the additional
b jets to identify the origin of the jets in the event. In the final state of a tt̄+bb̄ event it is
unknown which b jets originate from top quark decays and which b jets are not associated
with the top quarks. In this study, two methods for the identification of the additional b
jets are investigated. An accuracy metric is defined, by which all methods can be compared.
For each method, it is determined in how many events the additional b jets are correctly
identified relative to all events after a generator level selection on tt̄+bb̄ signatures in the
Ø 6 jets, Ø 4 b tagged jets region.

The first method applies the most straightforward approach possible and identifies the
observable �Rmin as the observable by which the additional b jets can be identified most
accurately. Assigning the closest two b jets in an event as additional b jets results in an
accuracy of approximately 0.4 in the aforementioned phase space.

The second method applies a sophisticated approach via training of deep neural networks.
Three different sub-methods are performed in this refined concept: training on the entire
tt̄ system, training only on the b jets of the tt̄ system and direct training on the additional
b jets. Thus, the first two sub-methods do not directly consider the additional b jets, but
only the tt̄ system or parts of it. Based on this, the additional b jets are identified by
either the residual highest two pT jets, the highest two pT jets which are b tagged, or the
two b jets with the highest b tag values in the event. The underlying idea of the two
indirect sub-methods is to be independent of the modeling of the additional b jets.
Direct training on the additional b jets achieves an accuracy of 0.46 for the identification
of both b jets. The indirect reconstruction methods achieve an accuracy of 0.3 and lower.

To improve the performance of the deep neural networks, hyper parameters, inputs
and phase space regions are extensively researched. It is found that the deep neural
networks tend to assign b jets with lower pT values to harder pT jets in the event. Novel
reconstruction methods could eliminate this tendency and increase the accuracy. The
results of this study are used to define the strategies of identifying observables in ongoing
efforts for differential measurements of the tt̄+bb̄ process at the CMS experiment. These
differential measurements will give important inputs to the theory community for future
development of the tt̄+bb̄ process modeling.
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A CMS MC generator comparison
In the following all distributions of the validation observable (see Table 6.3) of the ‘‘1 lepton,
Ø 4 jets, 3 b jets’’ category for the tt̄ Powheg+Pythia8, tt̄+bb̄ Powheg+Pythia8,
tt̄+bb̄ Sherpa and tt̄+bb̄ MG5aMC(NLO) simulation can be found as discussed in
chapter 6. This is followed by category ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.1: Jet multiplicity of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.2: b jet multiplicity of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.3: pT (all b jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, 3 b jets’’.
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Figure A.4: Leading b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.5: Sub-leading b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.6: Third b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, 3 b jets’’.
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Figure A.7: HT (jets+lepton) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.8: HT (jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, 3 b jets’’.
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Figure A.9: HT (b jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simulated
events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions are
normalized to an integral value of 1. All events pass the selection ‘‘1 lepton,
Ø 4 jets, 3 b jets’’.
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Figure A.10: �R (bb) (average) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.11: �R (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.12: �R (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.13: m (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.14: m (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.15: pT (bb) (closest) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.16: pT (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, 3 b jets’’.
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Figure A.17: Leading b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.18: Sub-leading b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.19: Third b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.20: Fourth b jet pT of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.21: HT (jets+lepton) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.22: HT (b jets) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄ Powheg+Pythia8
(green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC(NLO) (blue) simu-
lated events. The statistical uncertainties are shown as bars. The quadratically
summed variations of µR and µF are visualized as bands. All distributions
are normalized to an integral value of 1. All events pass the selection ‘‘1
lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.23: �R (bb) (average) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.24: �R (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.25: m (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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Figure A.26: pT (bb) (leading) of the tt̄ Powheg+Pythia8 (black), tt̄+bb̄
Powheg+Pythia8 (green), tt̄+bb̄ Sherpa (orange) and tt̄+bb̄ MG5aMC-

(NLO) (blue) simulated events. The statistical uncertainties are shown as
bars. The quadratically summed variations of µR and µF are visualized as
bands. All distributions are normalized to an integral value of 1. All events
pass the selection ‘‘1 lepton, Ø 4 jets, Ø 4 b jets’’.
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B Input variables
The input variables for the DNN training in Chapter 7 are shown below. A list of all input
variables is given in Table 7.4.

98



B Input variables 99

0 50 100 150 200 250 300 350 400
 (HadTopB) [GeV]

T
p

2
4
6
8

10
12
14
16
18
20

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

0 50 100 150 200 250 300 350 400
 (HadTopB) [GeV]

T
p

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

0 10 20 30 40 50 60
M (HadTopB) [GeV]

2

4

6

8

10

12

14

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

0 10 20 30 40 50 60
M (HadTopB) [GeV]

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

100 200 300 400 500 600 700 800
E (HadTopB) [GeV]

2

4

6

8

10

12

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

100 200 300 400 500 600 700 800
E (HadTopB) [GeV]

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
 (HadTopB) η

0.5

1

1.5

2

2.5

3

3.5

4

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
 (HadTopB) η

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

3− 2− 1− 0 1 2 3
 (HadTopB) φ

0.5

1

1.5

2

2.5

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

3− 2− 1− 0 1 2 3
 (HadTopB) φ

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
b tag value (HadTopB) 

5

10

15

20

25

30

35

40

no
rm

al
iz

ed
 to

 u
ni

t a
re

a

Sig

Bkg

 4 b-tags≥ 6 jets, ≥

CMS private work

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
b tag value (HadTopB) 

0.6
0.8

1
1.2
1.4

ba
ck

gr
ou

nd
si

gn
al

Figure B.27: Input variables of HadTopB for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.28: Input variables of LepTopB for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.29: Input variables of HadTopQ1 for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.30: Input variables of HadTopQ2 for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.31: Input variables of HadTop for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.32: Input variables of LepTop for DNN training. The solid line (sig) shows
the distribution of the given variable for the correct jet assignment. The
histogram (bkg) shows a wrong jet assignment.
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Figure B.33: Input variables of tt̄ for DNN training. The solid line (sig) shows the distri-
bution of the given variable for the correct jet assignment. The histogram
(bkg) shows a wrong jet assignment.
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